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Preface

Students of mathematics and computer science often have trouble the first
time they’re asked to work seriously with mathematical proofs, because they
don’t know the “rules of the game.” What is expected of you if you are asked
to prove something? What distinguishes a correct proof from an incorrect
one? This book is intended to help students learn the answers to these ques-
tions by spelling out the underlying principles involved in the construction of
proofs.

Many students get their first exposure to mathematical proofs in a high
school course on geometry. Unfortunately, students in high school geometry
are usually taught to think of a proof as a numbered list of statements and
reasons, a view of proofs that is too restrictive to be very useful. There is a
parallel with computer science here that can be instructive. Early programming
languages encouraged a similar restrictive view of computer programs as num-
bered lists of instructions. Now computer scientists have moved away from
such languages and teach programming by using languages that encourage an
approach called “structured programming.” The discussion of proofs in this
book is inspired by the belief that many of the considerations that have led
computer scientists to embrace the structured approach to programming ap-
ply to proof-writing as well. You might say that this book teaches “structured
proving.”

In structured programming, a computer program is constructed, not by listing
instructions one after another, but by combining certain basic structures such
as the if-else construct and do-while loop of the Java programming language.
These structures are combined, not only by listing them one after another, but
also by nesting one within another. For example, a program constructed by
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X Preface

nesting an if-else construct within a do-while loop would look like this:
do
if [condition]
[List of instructions goes here.]
else
[Alternate list of instructions goes here.]
while [condition]
The indenting in this program outline is not absolutely necessary, but it is a
convenient method often used in computer science to display the underlying
structure of a program.

Mathematical proofs are also constructed by combining certain basic proof
structures. For example, a proof of a statement of the form “if P then Q” often
uses what might be called the “suppose-until” structure: We suppose that P is
true until we are able to reach the conclusion that Q is true, at which point we
retract this supposition and conclude that the statement “if P then Q” is true.
Another example is the “for arbitrary x prove” structure: To prove a statement
of the form “for all x, P(x),” we declare x to be an arbitrary object and then
prove P(x). Once we reach the conclusion that P(x) is true we retract the
declaration of x as arbitrary and conclude that the statement “for all x, P(x)”
is true. Furthermore, to prove more complex statements these structures are
often combined, not only by listing one after another, but also by nesting one
within another. For example, to prove a statement of the form “for all x, if P(x)
then Q(x)” we would probably nest a “suppose-until” structure within a “for
arbitrary x prove” structure, getting a proof of this form:

Let x be arbitrary.
Suppose P(x) is true.
[Proof of Q(x) goes here.]
Thus, if P(x) then Q(x).
Thus, for all x, if P(x) then Q(x).
As before, we have used indenting to make the underlying structure of the proof
clear.

Of course, mathematicians don’t ordinarily write their proofs in this indented
form. Our aim in this book is to teach students to write proofs in ordinary
English paragraphs, just as mathematicians do, and not in the indented form.
Nevertheless, our approach is based on the belief that if students are to succeed
at writing such proofs, they must understand the underlying structure that proofs
have. They must learn, for example, that sentences like “Let x be arbitrary” and
“Suppose P are not isolated steps in proofs, but are used to introduce the “for
arbitrary x prove” and “suppose-until” proof structures. It is not uncommon
for beginning students to use these sentences inappropriately in other ways.
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Such mistakes are analogous to the programming error of using a “do” with no
matching “while.”

Note that in our examples, the choice of proof structure is guided by the log-
ical form of the statement being proven. For this reason, the book begins with
elementary logic to familiarize students with the various forms that mathemati-
cal statements take. Chapter 1 discusses logical connectives, and quantifiers are
introduced in Chapter 2. These chapters also present the basics of set theory,
because it is an important subject that is used in the rest of the book (and
throughout mathematics), and also because it serves to illustrate many of the
points of logic discussed in these chapters.

Chapter 3 covers structured proving techniques in a systematic way, running
through the various forms that mathematical statements can take and discussing
the proof structures appropriate for each form. The examples of proofs in this
chapter are for the most part chosen, not for their mathematical content, but for
the proof structures they illustrate. This is especially true early in the chapter,
when only a few proof techniques have been discussed, and as a result many of
the proofs in this part of the chapter are rather trivial. As the chapter progresses
the proofs get more sophisticated and more interesting, mathematically.

Chapters 4 and 5, on relations and functions, serve two purposes. First,
they provide subject matter on which students can practice the proof-writing
techniques from Chapter 3. And second, they introduce students to some fun-
damental concepts used in all branches of mathematics.

Chapter 6 is devoted to a method of proof that is very important in both
mathematics and computer science: mathematical induction. The presentation
builds on the techniques from Chapter 3, which students should have mastered
by this point in the book.

Finally, in Chapter 7 many ideas from throughout the rest of the book are
brought together to prove some of the most difficult and most interesting the-
orems in the book.

I would like to thank all those who read earlier drafts of the manuscript and
made many helpful suggestions for improvements, in particular Lauren Cowles
at Cambridge University Press, my colleague Professor Duane Bailey and his
Discrete Mathematics class, who tried out earlier versions of some chapters,
and finally my wife, Shelley, without whose constant encouragement this book
would never have been written.
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Preface to the Second Edition

I would like to thank all of those who have sent me comments about the first
edition. Those comments have resulted in a number of small changes through-
out the text. However, the biggest difference between the first edition and the
second is the addition of over 200 new exercises. There is also an appendix
containing solutions to selected exercises. Exercises for which solutions are
supplied are marked with an asterisk. In most cases, the solution supplied is a
complete solution; in some cases, it is a sketch of a solution, or a hint.

Some exercises in Chapters 3 and 4 are also marked with the symbol .
This indicates that these exercises can be solved using Proof Designer. Proof
Designer is computer software that helps the user write outlines of proofs
in elementary set theory, using the methods discussed in this book. Further
information about Proof Designer can be found in an appendix, and at the Proof
Designer website: http://www.cs.amherst.edu/~djv/pd/pd.html.



Introduction

What is mathematics? High school mathematics is concerned mostly with solv-
ing equations and computing answers to numerical questions. College mathe-
matics deals with a wider variety of questions, involving not only numbers, but
also sets, functions, and other mathematical objects. What ties them together
is the use of deductive reasoning to find the answers to questions. When you
solve an equation for x you are using the information given by the equation
to deduce what the value of x must be. Similarly, when mathematicians solve
other kinds of mathematical problems, they always justify their conclusions
with deductive reasoning.

Deductive reasoning in mathematics is usually presented in the form of a
proof. One of the main purposes of this book is to help you develop your
mathematical reasoning ability in general, and in particular your ability to read
and write proofs. In later chapters we’ll study how proofs are constructed in
detail, but first let’s take a look at a few examples of proofs.

Don’t worry if you have trouble understanding these proofs. They’re
just intended to give you a taste of what mathematical proofs are like. In
some cases you may be able to follow many of the steps of the proof, but you
may be puzzled about why the steps are combined in the way they are, or how
anyone could have thought of the proof. If so, we ask you to be patient. Many
of these questions will be answered later in this book, particularly in Chapter 3.

All of our examples of proofs in this introduction will involve prime num-
bers. Recall that an integer larger than 1 is said to be prime if it cannot be
written as a product of two smaller positive integers. For example, 6 is not a
prime number, since 6 = 2 - 3, but 7 is a prime number.

Before we can give an example of a proof involving prime numbers, we
need to find something to prove — some fact about prime numbers whose
correctness can be verified with a proof. Sometimes you can find interesting
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patterns in mathematics just by trying out a calculation on a few numbers.
For example, consider the table in Figure 1. For each integer n from 2 to 10,
the table shows whether or not both n and 2" — 1 are prime, and a surprising
pattern emerges. It appears that 2" — 1 is prime in precisely those cases in
which n is prime!

n Is n prime? 2" —1 Is 2" — 1 prime?

2 yes 3 yes

3 yes 7 yes

4 no:4=2-2 15 no: 15=3-5

5 yes 31 yes

6 no:6=2.3 63 no:63=7-9

7 yes 127 yes

8 no:8=2-4 255 no: 255 =15-17

9 no: 9=3.3 511 no: 511 =7-73

10 no: 10=2-5 1023 no: 1023 = 31.33
Figure 1

Will this pattern continue? It is tempting to guess that it will, but this is
only a guess. Mathematicians call such guesses conjectures. Thus, we have the
following two conjectures:

Conjecture 1. Suppose n is an integer larger than 1 and n is prime. Then
2" — 1 is prime.

Conjecture 2. Suppose n is an integer larger than 1 and n is not prime. Then
2" — 1 is not prime.

Unfortunately, if we continue the table in Figure 1, we immediately find that
Conjecture 1 is incorrect. It is easy to check that 11 is prime, but 2'' — 1 =
2047 =23 -89, so 2! — 1 is not prime. Thus, 11 is a counterexample to
Conjecture 1. The existence of even one counterexample establishes that the
conjecture is incorrect, but it is interesting to note that in this case there are
many counterexamples. If we continue checking numbers up to 30, we find
two more counterexamples to Conjecture 1: Both 23 and 29 are prime, but
223 — 1 =8,388,607 = 47 - 178,481 and 2% — 1 = 536,870,911 = 2, 089 -
256,999. However, no number up to 30 is a counterexample to Conjecture 2.

Do you think that Conjecture 2 is correct? Having found counterexamples to
Conjecture 1, we know that this conjecture is incorrect, but our failure to find a
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counterexample to Conjecture 2 does not show that it is correct. Perhaps there
are counterexamples, but the smallest one is larger than 30. Continuing to check
examples might uncover a counterexample, or, if it doesn’t, it might increase
our confidence in the conjecture. But we can never be sure that the conjecture
is correct if we only check examples. No matter how many examples we check,
there is always the possibility that the next one will be the first counterexample.
The only way we can be sure that Conjecture 2 is correct is to prove it.
In fact, Conjecture 2 is correct. Here is a proof of the conjecture:

Proof of Conjecture 2. Since n is not prime, there are positive integers
a and b such that a <n, b <n, and n =ab. Let x =2 —1 and y =
1420 42% ... 4 2@=Db Then

xy =" — 1) (1420 +2% 4 ... 4 20"Db)
=20 (1427427 420y (14 2P 4 2P 2
— (20 4 2% 423 40y (1 420 402 4 ... 0l Dby
—ab _ 1
=2"—1.

Since b < n, we can conclude that x =2 — 1 < 2" — 1. Also, since
ab =n > a, it follows that b > 1. Therefore, x =2 — 1 >2' —1=1, so
y < xy = 2" — 1. Thus, we have shown that 2" — 1 can be written as the prod-
uct of two positive integers x and y, both of which are smaller than 2" — 1, so
2" — 1 is not prime. U

Now that the conjecture has been proven, we can call it a theorem. Don’t
worry if you find the proof somewhat mysterious. We’ll return to it again at
the end of Chapter 3 to analyze how it was constructed. For the moment, the
most important point to understand is that if » is any integer larger than 1
that can be written as a product of two smaller positive integers a and b, then
the proof gives a method (admittedly, a somewhat mysterious one) of writing
2" — 1 as a product of two smaller positive integers x and y. Thus, if n is not
prime, then 2" — 1 must also not be prime. For example, suppose n = 12, so
2" — 1 =4095. Since 12 = 3 - 4, we could take a = 3 and b = 4 in the proof.
Then according to the formulas for x and y given in the proof, we would
have x =20 —1=2*-1=15, and y=1+4+2"42% ... 4 206-Db =
1 +2%42% =273. And, just as the formulas in the proof predict, we have
xy = 15273 = 4095 = 2" — 1. Of course, there are other ways of factoring
12 into a product of two smaller integers, and these might lead to other ways of
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factoring 4095. For example, since 12 = 2 - 6, we could use the values a = 2
and b = 6. Try computing the corresponding values of x and y and make sure
their product is 4095.

Although we already know that Conjecture 1 is incorrect, there are still inter-
esting questions we can ask about it. If we continue checking prime numbers
n to see if 2" — 1 is prime, will we continue to find counterexamples to the
conjecture — examples for which 2" — 1 is not prime? Will we continue to find
examples for which 2" — 1 is prime? If there were only finitely many prime
numbers, then we might be able to investigate these questions by simply check-
ing 2" — 1 for every prime number 7. But in fact there are infinitely many prime
numbers. Euclid (circa 350 B.c.) gave a proof of this fact in Book IX of his
Elements. His proof is one of the most famous in all of mathematics:

Theorem 3. There are infinitely many prime numbers.

Proof. Suppose there are only finitely many prime numbers. Let py, p2, ..., p,
be a list of all prime numbers. Let m = pp,--- p, + 1. Note that m is not
divisible by py, since dividing m by p; gives a quotient of p,p3--- p, and a
remainder of 1. Similarly, m is not divisible by any of p,, p3, ..., p,.

We now use the fact that every integer larger than 1 is either prime or can
be written as a product of primes. (We’ll see a proof of this fact in Chapter 6.)
Clearly m is larger than 1, so m is either prime or a product of primes. Suppose
first that m is prime. Note that m is larger than all of the numbers in the
list py, p2, ..., pn, SO we’ve found a prime number not in this list. But this
contradicts our assumption that this was a list of al/l prime numbers.

Now suppose m is a product of primes. Let g be one of the primes in this
product. Then m is divisible by g. But we’ve already seen that m is not divisible
by any of the numbers in the list py, p2, ..., p,, SO once again we have a
contradiction with the assumption that this list included all prime numbers.

Since the assumption that there are finitely many prime numbers has led to
a contradiction, there must be infinitely many prime numbers. (]

Once again, you should not be concerned if some aspects of this proof seem
mysterious. After you’ve read Chapter 3 you’ll be better prepared to understand
the proof in detail. We’ll return to this proof then and analyze its structure.

We have seen that if n is not prime then 2" — 1 cannot be prime, but if # is
prime then 2" — 1 can be either prime or not prime. Because there are infinitely
many prime numbers, there are infinitely many numbers of the form 2" — 1
that, based on what we know so far, might be prime. But how many of them
are prime?
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Prime numbers of the form 2" — 1 are called Mersenne primes, after Father
Marin Mersenne (1588—-1647), a French monk and scholar who studied these
numbers. Although many Mersenne primes have been found, it is still not
known if there are infinitely many of them. Many of the largest known prime
numbers are Mersenne primes. As of this writing (April 2005), the largest
known prime number is the Mersenne prime 22>%491 _ 1 a number with
7,816,230 digits.

Mersenne primes are related to perfect numbers, the subject of another fa-
mous unsolved problem of mathematics. A positive integer n is said to be
perfect if n is equal to the sum of all positive integers smaller than # that divide
n. (For any two integers m and n, we say that m divides n if n is divisible by m;
in other words, if there is an integer g such that n = gm.) For example, the only
positive integers smaller than 6 that divide 6 are 1,2,and 3,and 1 + 2 4+ 3 = 6.
Thus, 6 is a perfect number. The next smallest perfect number is 28. (You should
check for yourself that 28 is perfect by finding all the positive integers smaller
than 28 that divide 28 and adding them up.)

Euclid proved that if 2" — 1 is prime, then 2"~'(2" — 1) is perfect. Thus,
every Mersenne prime gives rise to a perfect number. Furthermore, about
2000 years after Euclid’s proof, the Swiss mathematician Leonhard Euler
(1707-1783), the most prolific mathematician in history, proved that every
even perfect number arises in this way. (For example, note that 6 = 2!(2> — 1)
and 28 = 22(2% — 1).) Because it is not known if there are infinitely many
Mersenne primes, it is also not known if there are infinitely many even perfect
numbers. It is also not known if there are any odd perfect numbers.

Although there are infinitely many prime numbers, the primes thin out as
we look at larger and larger numbers. For example, there are 25 primes be-
tween 1 and 100, 16 primes between 1000 and 1100, and only six primes
between 1,000,000 and 1,000,100. As our last introductory example of a proof,
we show that there are long stretches of consecutive positive integers con-
taining no primes at all. In this proof, we’ll use the following terminology:
For any positive integer 7, the product of all integers from 1 to n is called
n factorial and is denoted n!. Thus, n! =1-2-3...n. As with our previous
two proofs, we’ll return to this proof at the end of Chapter 3 to analyze its
structure.

Theorem 4. For every positive integer n, there is a sequence of n consecutive
positive integers containing no primes.

Proof. Suppose n is a positive integer. Let x = (n + 1)! 4+ 2. We will show that
none of the numbers x, x + 1, x +2,...,x + (n — 1) is prime. Since this is a
sequence of n consecutive positive integers, this will prove the theorem.
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To see that x is not prime, note that

x=1234...(n+1)+2
=2-(1-3-4---(n+1D+1).

Thus, x can be written as a product of two smaller positive integers, so x is
not prime.
Similarly, we have

x4+1=1-2-3-4---(n+1)+3
=3.(1-2:4---(n+1)+1),

so x + 1 is also not prime. In general, consider any number x + i, where
0 <i <n — 1. Then we have

x4+i=12-3-4--(n+D)+G+2)
—(+2-(1-2:3--G+D-(+3)--(1+ D+ D),

S0 x + i is not prime. O

Theorem 4 shows that there are sometimes long stretches between one prime
and the next prime. But primes also sometimes occur close together. Since 2
is the only even prime number, the only pair of consecutive integers that are
both prime is 2 and 3. But there are lots of pairs of primes that differ by only
two, for example, 5 and 7, 29 and 31, and 7949 and 7951. Such pairs of primes
are called rwin primes. It is not known whether there are infinitely many twin
primes.

Exercises

*1. (a) Factor2!® — 1 =32,767 into a product of two smaller positive integers.
(b) Find an integer x such that 1 < x < 23?767 — 1 and 2327%7 — [ is divis-
ible by x.

2. Make some conjectures about the values of n for which 3" — 1 is prime or
the values of n for which 3" — 2" is prime. (You might start by making a
table similar to Figure 1.)

*3. The proof of Theorem 3 gives a method for finding a prime number different
from any in a given list of prime numbers.
(a) Use this method to find a prime different from 2, 3, 5, and 7.
(b) Use this method to find a prime different from 2, 5, and 11.
4. Find five consecutive integers that are not prime.
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5. Use the table in Figure 1 and the discussion on p. 5 to find two more perfect
numbers.

6. The sequence 3, 5, 7 is a list of three prime numbers such that each pair of

adjacent numbers in the list differ by two. Are there any more such “triplet
primes”?



1

Sentential Logic

1.1. Deductive Reasoning and Logical Connectives

As we saw in the introduction, proofs play a central role in mathematics, and
deductive reasoning is the foundation on which proofs are based. Therefore,
we begin our study of mathematical reasoning and proofs by examining how
deductive reasoning works.

Example 1.1.1. Here are three examples of deductive reasoning:

1. It will either rain or snow tomorrow.
It’s too warm for snow.
Therefore, it will rain.
2. If today is Sunday, then I don’t have to go to work today.
Today is Sunday.
Therefore, I don’t have to go to work today.
3. I will go to work either tomorrow or today.
I’m going to stay home today.
Therefore, I will go to work tomorrow.

In each case, we have arrived at a conclusion from the assumption that
some other statements, called premises, are true. For example, the premises in
argument 3 are the statements “I will go to work either tomorrow or today”
and “I"'m going to stay home today.” The conclusion is “I will go to work
tomorrow,” and it seems to be forced on us somehow by the premises.

But is this conclusion really correct? After all, isn’t it possible that 'l stay
home today, and then wake up sick tomorrow and end up staying home again?
If that happened, the conclusion would turn out to be false. But notice that in
that case the first premise, which said that I would go to work either tomorrow

8



Deductive Reasoning and Logical Connectives 9

or today, would be false as well! Although we have no guarantee that the
conclusion is true, it can only be false if at least one of the premises is also
false. If both premises are true, we can be sure that the conclusion is also true.
This is the sense in which the conclusion is forced on us by the premises, and
this is the standard we will use to judge the correctness of deductive reasoning.
We will say that an argument is valid if the premises cannot all be true without
the conclusion being true as well. All three of the arguments in our example
are valid arguments.
Here’s an example of an invalid deductive argument:

Either the butler is guilty or the maid is guilty.
Either the maid is guilty or the cook is guilty.
Therefore, either the butler is guilty or the cook is guilty.

The argument is invalid because the conclusion could be false even if both
premises are true. For example, if the maid were guilty, but the butler and the
cook were both innocent, then both premises would be true and the conclusion
would be false.

We can learn something about what makes an argument valid by compar-
ing the three arguments in Example 1.1.1. On the surface it might seem that
arguments 2 and 3 have the most in common, because they’re both about
the same subject: attendance at work. But in terms of the reasoning used,
arguments 1 and 3 are the most similar. They both introduce two possibili-
ties in the first premise, rule out the second one with the second premise, and
then conclude that the first possibility must be the case. In other words, both
arguments have the form:

PorQ.
not Q.
Therefore, P.

It is this form, and not the subject matter, that makes these arguments valid.
You can see that argument 1 has this form by thinking of the letter P as standing
for the statement “It will rain tomorrow,” and Q as standing for “It will snow
tomorrow.” For argument 3, P would be “T will go to work tomorrow,” and Q
would be “T will go to work today.”

Replacing certain statements in each argument with letters, as we have in
stating the form of arguments 1 and 3, has two advantages. First, it keeps us
from being distracted by aspects of the arguments that don’t affect their validity.
You don’t need to know anything about weather forecasting or work habits to
recognize that arguments 1 and 3 are valid. That’s because both arguments have
the form shown earlier, and you can tell that this argument form is valid without
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even knowing what P and Q stand for. If you don’t believe this, consider the
following argument:

Either the framger widget is misfiring, or the wrompal mechanism is out of
alignment.

I've checked the alignment of the wrompal mechanism, and it’s fine.
Therefore, the framger widget is misfiring.

If a mechanic gave this explanation after examining your car, you might still
be mystified about why the car won’t start, but you’d have no trouble following
his logic!

Perhaps more important, our analysis of the forms of arguments 1 and 3
makes clear what is important in determining their validity: the words or and
not. In most deductive reasoning, and in particular in mathematical reasoning,
the meanings of just a few words give us the key to understanding what makes
a piece of reasoning valid or invalid. (Which are the important words in ar-
gument 2 in Example 1.1.1?) The first few chapters of this book are devoted
to studying those words and how they are used in mathematical writing and
reasoning.

In this chapter, we’ll concentrate on words used to combine statements to
form more complex statements. We’ll continue to use letters to stand for state-
ments, but only for unambiguous statements that are either true or false. Ques-
tions, exclamations, and vague statements will not be allowed. It will also be
useful to use symbols, sometimes called connective symbols, to stand for some
of the words used to combine statements. Here are our first three connective
symbols and the words they stand for:

Symbol Meaning
\ or
A and
- not

Thus, if P and Q stand for two statements, then we’ll write P Vv Q to stand
for the statement “P or Q,” P A Q for “P and Q,” and —P for “not P” or
“P is false.” The statement P Vv Q is sometimes called the disjunction of P
and Q, P A Q is called the conjunction of P and Q, and —P is called the
negation of P.

Example 1.1.2. Analyze the logical forms of the following statements:

1. Either John went to the store, or we’re out of eggs.
2. Joe is going to leave home and not come back.
3. Either Bill is at work and Jane isn’t, or Jane is at work and Bill isn’t.
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Solutions

1. If we let P stand for the statement “John went to the store” and Q stand for
“We’re out of eggs,” then this statement could be represented symbolically
as P v Q.

2. If we let P stand for the statement “Joe is going to leave home” and Q stand
for “Joe is not going to come back,” then we could represent this statement
symbolically as P A Q. But this analysis misses an important feature of the
statement, because it doesn’t indicate that Q is a negative statement. We
could get a better analysis by letting R stand for the statement “Joe is going
to come back” and then writing the statement Q as —R. Plugging this into
our first analysis of the original statement, we get the improved analysis
P A—=R.

3. Let B stand for the statement “Bill is at work™ and J for the statement “Jane is
at work.” Then the first half of the statement, “Bill is at work and Jane isn’t,”
can be represented as B A —J. Similarly, the second half is J A =B. To
represent the entire statement, we must combine these two with or, forming
their disjunction, so the solution is (B A =J) V (J A —=B).

Notice that in analyzing the third statement in the preceding example, we
added parentheses when we formed the disjunction of B A =J and J A =B
to indicate unambiguously which statements were being combined. This is
like the use of parentheses in algebra, in which, for example, the product
of a + b and a — b would be written (a + b) - (@ — b), with the parentheses
serving to indicate unambiguously which quantities are to be multiplied. As
in algebra, it is convenient in logic to omit some parentheses to make our
expressions shorter and easier to read. However, we must agree on some con-
ventions about how to read such expressions so that they are still unambigu-
ous. One convention is that the symbol — always applies only to the state-
ment that comes immediately after it. For example, =P A Q means (—P) A Q
rather than —(P A Q). We’ll see some other conventions about parentheses
later.

Example 1.1.3. What English sentences are represented by the following
expressions?

1. (=S A L)V S, where S stands for “John is stupid” and L stands for “John is
lazy.”

2. =S A (L Vv §), where S and L have the same meanings as before.

3. =(S A L)V S, with S and L still as before.
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Solutions

1. Either John isn’t stupid and he is lazy, or he’s stupid.

2. John isn’t stupid, and either he’s lazy or he’s stupid. Notice how the place-
ment of the word either in English changes according to where the paren-
theses are.

3. Either John isn’t both stupid and lazy, or John is stupid. The word
both in English also helps distinguish the different possible positions of
parentheses.

It is important to keep in mind that the symbols A, Vv, and — don’t really
correspond to all uses of the words and, or, and not in English. For example,
the symbol A could not be used to represent the use of the word and in the
sentence “John and Bill are friends,” because in this sentence the word and is
not being used to combine two statements. The symbols A and V can only be
used between two statements, to form their conjunction or disjunction, and the
symbol — can only be used before a statement, to negate it. This means that
certain strings of letters and symbols are simply meaningless. For example,
P=ANQ,PA/Vv Q, and P—Q are all “ungrammatical” expressions in the
language of logic. “Grammatical” expressions, such as those in Examples 1.1.2
and 1.1.3, are sometimes called well-formed formulas or just formulas. Once
again, it may be helpful to think of an analogy with algebra, in which the
symbols +, —, -, and + can be used between two numbers, as operators, and
the symbol — can also be used before a number, to negate it. These are the
only ways that these symbols can be used in algebra, so expressions such as
x — -y are meaningless.

Sometimes, words other than and, or, and not are used to express the mean-
ings represented by A, Vv, and —. For example, consider the first statement in
Example 1.1.3. Although we gave the English translation “Either John isn’t
stupid and he is lazy, or he’s stupid,” an alternative way of conveying the same
information would be to say “Either John isn’t stupid but he is lazy, or he’s
stupid.” Often, the word but is used in English to mean and, especially when
there is some contrast or conflict between the statements being combined. For
a more striking example, imagine a weather forecaster ending his forecast with
the statement “Rain and snow are the only two possibilities for tomorrow’s
weather.” This is just a roundabout way of saying that it will either rain or
snow tomorrow. Thus, even though the forecaster has used the word and, the
meaning expressed by his statement is a disjunction. The lesson of these ex-
amples is that to determine the logical form of a statement you must think
about what the statement means, rather than just translating word by word into
symbols.
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Sometimes logical words are hidden within mathematical notation. For ex-
ample, consider the statement 3 < . Although it appears to be a simple
statement that contains no words of logic, if you read it out loud you will
hear the word or. If we let P stand for the statement 3 < 7 and Q for the
statement 3 = 7, then the statement 3 < 7w would be written P Vv Q. In this
example the statements represented by the letters P and Q are so short that it
hardly seems worthwhile to abbreviate them with single letters. In cases like
this we will sometimes not bother to replace the statements with letters, so we
might also write this statement as 3 < ) vV (3 = m).

For a slightly more complicated example, consider the statement 3 < 7w < 4.
This statement means 3 < w and mw < 4, so once again a word of logic has
been hidden in mathematical notation. Filling in the meaning that we just
worked out for 3 < &, we can write the whole statement as [3 < 7))V (3 =
)] A (r < 4). Knowing that the statement has this logical form might be
important in understanding a piece of mathematical reasoning involving this
statement.

Exercises

*1. Analyze the logical forms of the following statements:
(a) We’ll have either a reading assignment or homework problems, but we
won’t have both homework problems and a test.
(b) You won’t go skiing, or you will and there won’t be any snow.
() VT £2.
2. Analyze the logical forms of the following statements:
(a) Either John and Bill are both telling the truth, or neither of them is.
(b) T"ll have either fish or chicken, but I won’t have both fish and mashed
potatoes.
(c) 31is a common divisor of 6, 9, and 15.
3. Analyze the logical forms of the following statements:
(a) Alice and Bob are not both in the room.
(b) Alice and Bob are both not in the room.
(c) Either Alice or Bob is not in the room.
(d) Neither Alice nor Bob is in the room.
4. Which of the following expressions are well-formed formulas?
(a) =(—=P Vv —==R).
(b) =(P, Q, AR).
(c) P A—P.
(d) (P A Q)P VR).
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Let P stand for the statement “I will buy the pants” and S for the statement
“I will buy the shirt.” What English sentences are represented by the fol-
lowing expressions?

(a) =(P A=S).

(b) =P A —S.

(¢) =P Vv —=S.

. Let § stand for the statement “Steve is happy” and G for “George is happy.”

What English sentences are represented by the following expressions?
@ (SVG)A(=SV-G).
®) [SV(GA=9]V-G.
() SVI[G A (=S V=G

. Identify the premises and conclusions of the following deductive argu-

ments and analyze their logical forms. Do you think the reasoning is valid?

(Although you will have only your intuition to guide you in answering

this last question, in the next section we will develop some techniques for

determining the validity of arguments.)

(a) Jane and Pete won’t both win the math prize. Pete will win either
the math prize or the chemistry prize. Jane will win the math prize.
Therefore, Pete will win the chemistry prize.

(b) The main course will be either beef or fish. The vegetable will be either
peas or corn. We will not have both fish as a main course and corn as a
vegetable. Therefore, we will not have both beef as a main course and
peas as a vegetable.

(c) Either John or Bill is telling the truth. Either Sam or Bill is lying.
Therefore, either John is telling the truth or Sam is lying.

(d) Either sales will go up and the boss will be happy, or expenses will go
up and the boss won’t be happy. Therefore, sales and expenses will not
both go up.

1.2. Truth Tables

We saw in Section 1.1 that an argument is valid if the premises cannot all be
true without the conclusion being true as well. Thus, to understand how words
such as and, or, and not affect the validity of arguments, we must see how they
contribute to the truth or falsity of statements containing them.

When we evaluate the truth or falsity of a statement, we assign to it one of
the labels true or false, and this label is called its truth value. It is clear how the
word and contributes to the truth value of a statement containing it. A statement
of the form P A Q can only be true if both P and Q are true; if either P or Q
is false, then P A Q will be false too. Because we have assumed that P and
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P Q PAQ

F F F

F T F

T F F

T T T
Figure 1

O both stand for statements that are either true or false, we can summarize all
the possibilities with the table shown in Figure 1. This is called a truth table
for the formula P A Q. Each row in the truth table represents one of the four
possible combinations of truth values for the statements P and Q. Although
these four possibilities can appear in the table in any order, it is best to list them
systematically so we can be sure that no possibilities have been skipped. The
truth table for — P is also quite easy to construct because for — P to be true,
P must be false. The table is shown in Figure 2.

P =P
F T
T F
Figure 2

The truth table for P v Q is a little trickier. The first three lines should
certainly be filled in as shown in Figure 3, but there may be some question
about the last line. Should P Vv Q be true or false in the case in which P and Q
are both true? In other words, does P vV Q mean “P or Q, or both” or does it
mean “P or Q but not both”? The first way of interpreting the word or is called
the inclusive or (because it includes the possibility of both statements being
true), and the second is called the exclusive or. In mathematics, or always means
inclusive or, unless specified otherwise, so we will interpret V as inclusive or.
We therefore complete the truth table for P v Q as shown in Figure 4. See
exercise 3 for more about the exclusive or.

P Q PvQ P QO PvQ

F F F F F F

F T T F T T

T F T T F T

T: F ? T T T
Figure 3 Figure 4

Using the rules summarized in these truth tables, we can now work out truth
tables for more complex formulas. All we have to do is work out the truth
values of the component parts of a formula, starting with the individual letters
and working up to more complex formulas a step at a time.
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Example 1.2.1. Make a truth table for the formula —=(P v —=Q).

Solution
P Q =0 Pv—-0Q —~(PVvV—Q)
F F T T F
F T F F T
T F T T F
T T F T F

The first two columns of this table list the four possible combinations of
truth values of P and Q. The third column, listing truth values for the formula
—Q, is found by simply negating the truth values for Q in the second column.
The fourth column, for the formula P v —(, is found by combining the truth
values for P and —Q listed in the first and third columns, according to the
truth value rule for vV summarized in Figure 4. According to this rule, P vV —=Q
will be false only if both P and —Q are false. Looking in the first and third
columns, we see that this happens only in row two of the table, so the fourth
column contains an F in the second row and T’s in all other rows. Finally, the
truth values for the formula —(P Vv — Q) are listed in the fifth column, which
is found by negating the truth values in the fourth column. (Note that these
columns had to be worked out in order, because each was used in computing
the next.)

Example 1.2.2. Make a truth table for the formula —=(P A Q) V —R.

Solution
P O R PAQ —~(PAQ) —R —~(PAQ)V-R
F F F F T T T
F F T F T F T
F T F F T T T
F T T F T F T
T F F F T T T
T F T F T F T
T T F T F T T
T T T T F F F

Note that because this formula contains three letters, it takes eight lines to
list all possible combinations of truth values for these letters. (If a formula
contains n different letters, how many lines will its truth table have?)

Here’s a way of making truth tables more compactly. Instead of using separate
columns to list the truth values for the component parts of a formula, just list
those truth values below the corresponding connective symbol in the original
formula. This is illustrated in Figure 5, for the formula from Example 1.2.1.
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In the first step, we have listed the truth values for P and Q below these letters
where they appear in the formula. In step two, the truth values for =Q have
been added under the — symbol for = Q. In the third step, we have combined the
truth values for P and —Q to get the truth values for P vV —Q, which are listed
under the Vv symbol. Finally, in the last step, these truth values are negated and
listed under the initial — symbol. The truth values added in the last step give the
truth value for the entire formula, so we will call the symbol under which they
are listed (the first — symbol in this case) the main connective of the formula.
Notice that the truth values listed under the main connective in this case agree
with the values we found in Example 1.2.1.

Step 1 Step 2
P Q —=(Pv-=0Q) P Q —(Pv—=0)
F F F F F F F TF
F T F T F T F FT
T F T F T F T TF
T T T T T T T FT
Step 3 Step 4
P Q0 —(Pv-0Q) P Q0 —~(Pv-—-0Q)
F F FTTF F F FFTTF
F T FFFT F T TFEFFT
T F TTTF T F FTTTF
T T TTFT T T FTTEFT
Figure 5

Now that we know how to make truth tables for complex formulas, we’re
ready to return to the analysis of the validity of arguments. Consider again our
first example of a deductive argument:

It will either rain or snow tomorrow.
It’s too warm for snow.
Therefore, it will rain.

As we have seen, if we let P stand for the statement “It will rain tomorrow”
and Q for the statement “It will snow tomorrow,” then we can represent the
argument symbolically as follows:

PvQ
-0
P (The symbol .. means therefore.)

We can now see how truth tables can be used to verify the validity of this
argument. Figure 6 shows a truth table for both premises and the conclusion
of the argument. Recall that we decided to call an argument valid if the
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premises cannot all be true without the conclusion being true as well. Looking at
Figure 6 we see that the only row of the table in which both premises come
out true is row three, and in this row the conclusion is also true. Thus, the truth
table confirms that if the premises are all true, the conclusion must also be true,
so the argument is valid.

Premises Conclusion
P Q PvQ =Q P
F F F T F
F T T F F
T F T T T
T T T F T
Figure 6

Example 1.2.3. Determine whether the following arguments are valid.

1. Either John isn’t stupid and he is lazy, or he’s stupid.
John is stupid.
Therefore, John isn’t lazy.

2. The butler and the cook are not both innocent.
Either the butler is lying or the cook is innocent.
Therefore, the butler is either lying or guilty.

Solutions

1. As in Example 1.1.3, we let S stand for the statement “John is stupid” and
L stand for “John is lazy.” Then the argument has the form:
(=SAL)vS
S
Now we make a truth table for both premises and the conclusion. (You

should work out the intermediate steps in deriving column three of this table
to confirm that it is correct.)

Premises Conclusion
S L (=SAL)VS § =L
F F F F T
F T T F F
T F T T T
T T T T F

Both premises are true in lines three and four of this table. The conclusion
is also true in line three, but it is false in line four. Thus, it is possible for
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both premises to be true and the conclusion false, so the argument is invalid.
In fact, the table shows us exactly why the argument is invalid. The problem
occurs in the fourth line of the table, in which S and L are both true — in other
words, John is both stupid and lazy. Thus, if John is both stupid and lazy,
then both premises will be true but the conclusion will be false, so it would
be a mistake to infer that the conclusion must be true from the assumption
that the premises are true.

2. Let B stand for the statement “The butler is innocent,” C for the statement
“The cook is innocent,” and L for the statement “The butler is lying.” Then
the argument has the form:

=(BAC)
LvC
.Lv-B

Here is the truth table for the premises and conclusion:

Premises Conclusion
-(BAC) LvC LV —-B

T T R TY
H=mm=EEmTa
HTmHETmHET ST
M A
H=HmaH AT
QM a A

The premises are both true only in lines two, three, four, and six, and in
each of these cases the conclusion is true as well. Therefore, the argument
is valid.

If you expected the first argument in Example 1.2.3 to turn out to be valid,
it’s probably because the first premise confused you. It’s a rather complicated
statement, which we represented symbolically with the formula (=S A L) v S.
According to our truth table, this formula is false if S and L are both false, and
true otherwise. But notice that this is exactly the same as the truth table for the
simpler formula L Vv S! Because of this, we say that the formulas (=S A L) v §
and L Vv S are equivalent. Equivalent formulas always have the same truth
value no matter what statements the letters in them stand for and no matter
what the truth values of those statements are. The equivalence of the premise
(=S A L)V S and the simpler formula L v S may help you understand why
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the argument is invalid. Translating the formula L Vv S back into English, we
see that the first premise could have been stated more simply as “John is either
lazy or stupid (or both).” But from this premise and the second premise (that
John is stupid), it clearly doesn’t follow that he’s not lazy, because he might be
both stupid and lazy.

Example 1.2.4. Which of these formulas are equivalent?
—=(P A Q), —P A—-Q, —PvVv-0.

Solution
Here’s a truth table for all three statements. (You should check it yourself!)

P QO —=(PAQ) —=PA=Q —=Pv-0
F F T T T
F T T F T
T F T F T
T T F F F

The third and fifth columns in this table are identical, but they are different
from the fourth column. Therefore, the formulas —(P A Q) and =P v —=Q
are equivalent, but neither is equivalent to the formula =P A —Q. This should
make sense if you think about what all the symbols mean. For example, suppose
P stands for the statement “The Yankees won last night” and Q stands for
“The Red Sox won last night.” Then —=(P A Q) would mean “The Yankees
and the Red Sox did not both win last night,” and =P Vv —=Q would mean
“Either the Yankees or the Red Sox lost last night”; these statements clearly
convey the same information. On the other hand, =P A —Q would mean “The
Yankees and the Red Sox both lost last night,” which is an entirely different
statement.

You can check for yourself by making a truth table that the formula—=P A —=Q
from Example 1.2.4 is equivalent to the formula —(P Vv Q). (To see that this
equivalence makes sense, notice that the statements “Both the Yankees and
the Red Sox lost last night” and “Neither the Yankees nor the Red Sox won
last night” mean the same thing.) This equivalence and the one discovered in
Example 1.2.4 are called DeMorgan’s laws.

In analyzing deductive arguments and the statements that occur in them it
is helpful to be familiar with a number of equivalences that come up often.
Verify the equivalences in the following list yourself by making truth tables,
and check that they make sense by translating the formulas into English, as we
did in Example 1.2.4.
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DeMorgan’s laws
—(P A Q)isequivalent to =P Vv = Q.
—(P Vv Q) is equivalent to =P A =Q.

Commutative laws
P A Q isequivalentto Q A P.
P v Qisequivalentto Q Vv P.

Associative laws
P A(Q A R)isequivalentto (P A Q) A R.
P Vv (QV R)isequivalentto (P vV Q) V R.

Idempotent laws
P A P is equivalent to P.
P Vv P is equivalent to P.

Distributive laws
P A (Q V R)isequivalentto (P A Q) V (P A R).
P Vv (Q A R)isequivalentto (P VvV Q) A (P V R).

Absorption laws
P Vv (P A Q) is equivalent to P.
P A (P v Q) is equivalent to P.

Double Negation law

——P is equivalent to P.

Notice that because of the associative laws we can leave out parentheses in
formulas of the forms P A Q A R and P v Q VvV R without worrying that the
resulting formula will be ambiguous, because the two possible ways of filling
in the parentheses lead to equivalent formulas.

Many of the equivalences in the list should remind you of similar rules in-
volving +, -, and — in algebra. As in algebra, these rules can be applied to more
complex formulas, and they can be combined to work out more complicated
equivalences. Any of the letters in these equivalences can be replaced by more
complicated formulas, and the resulting equivalence will still be true. For ex-
ample, by replacing P in the double negation law with the formula Q Vv —R,
you can see that =—(Q Vv —R) is equivalent to Q V —R. Also, if two formulas
are equivalent, you can always substitute one for the other in any expression
and the results will be equivalent. For example, since =——P is equivalent to
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P, if == P occurs in any formula, you can always replace it with P and the
resulting formula will be equivalent to the original.

Example 1.2.5. Find simpler formulas equivalent to these formulas:

1. =(P Vv —0Q).
2. =(Q A—=P)V P.
Solutions
1. ~(P Vv —Q)
is equivalent to
which is equivalent to

P AN—==Q (DeMorgan’s law),
—PAQ (double negation law).

You can check that this equivalence is right by making a truth table for
—P A Q and seeing that it is the same as the truth table for —(P v —=Q)

found in Example 1.2.1.
2. 2(QA—-P)VP
is equivalent to
which is equivalent to
which is equivalent to
which is equivalent to

(—=Q v ==P) Vv P (DeMorgan’s law),
(—=QvVvP)VP (double negation law),
—QV(PVP) (associative law),
-QVP (idempotent law).

Some equivalences are based on the fact that certain formulas are either
always true or always false. For example, you can verify by making a truth
table that the formula Q A (P Vv —P) is equivalent to just Q. But even before
you make the truth table, you can probably see why they are equivalent. In every
line of the truth table, P v — P will come out true, and therefore Q A (P vV —P)
will come out true when Q is also true, and false when Q is false. Formulas that
are always true, such as P v —P, are called tautologies. Similarly, formulas
that are always false are called contradictions. For example, P A =P is a

contradiction.

Example 1.2.6. Are these statements tautologies, contradictions, or neither?

Pv((QvVv—-P), PA=(QV—-0), PVv-(0V-—-0).

Solution

First we make a truth table for all three statements.

P O PV@QV—P) PAQV=Q) PV(OV—O)
F F T F F
F T T F F
T F T F T
T T T F T
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From the truth table it is clear that the first formula is a tautology, the second
a contradiction, and the third neither. In fact, since the last column is identical
to the first, the third formula is equivalent to P.

We can now state a few more useful laws involving tautologies and contradic-
tions. You should be able to convince yourself that all of these laws are correct by
thinking about what the truth tables for the statements involved would look like.

Tautology laws
P A (atautology) is equivalent to P.
P v (a tautology) is a tautology.

—(a tautology) is a contradiction.

Contradiction laws
P A (a contradiction) is a contradiction.
P V (a contradiction) is equivalent to P.

—(a contradiction) is a tautology.

Example 1.2.7. Find simpler formulas equivalent to these formulas:

1. PV (Q A—P).
2. 7(PV(QA—-R)AOQ.

Solutions

1. PV(QA—P)
is equivalentto (P VvV Q) A (P V —P) (distributive law),
which is equivalentto P Vv Q (tautology law).
The last step uses the fact that P v — P is a tautology.
2. 2(PV(QA—-R)AQ
is equivalentto (=P A —=(Q A—=R)) A QO (DeMorgan’s law),
which is equivalentto (=P A (—Q VvV —=—=R)) A Q (DeMorgan’s law),
which is equivalentto (=P A(—=Q V R)) A Q (double negation law),
which is equivalentto =P A ((—Q V R) A Q) (associative law),
which is equivalentto =P A (Q A (—=Q V R)) (commutative law),
which is equivalentto =P A ((Q A —=Q) V (Q A R))
(distributive law),
which is equivalentto =P A (Q A R) (contradiction law).

The last step uses the fact that Q A —Q is a contradiction. Finally, by the
associative law for A we can remove the parentheses without making the
formula ambiguous, so the original formula is equivalent to the formula
-PAQAR.
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Exercises

Make truth tables for the following formulas:
(a) =P Vv Q.
b)) (SVG)A SV G).

. Make truth tables for the following formulas:

(@) =[P A(QV—P)]
(b) (PV O)A(—PVR).

. In this exercise we will use the symbol + to mean exclusive or. In other

words, P + Q means “P or Q, but not both.”

(a) Make a truth table for P + Q.

(b) Find a formula using only the connectives A, V, and — that is equiv-
alent to P 4 Q. Justify your answer with a truth table.

. Find a formula using only the connectives A and — that is equivalent to

P v Q. Justify your answer with a truth table.

Some mathematicians use the symbol | to mean nor. In other words,

P | O means “neither P nor Q.”

(a) Make a truth table for P | Q.

(b) Find a formula using only the connectives A, Vv, and — that is equiv-
alentto P | O.

(c) Find formulas using only the connective |, that are equivalent to =P,
Pv Q,and P A Q.

. Some mathematicians write P | Q to mean “P and Q are not both true.”

(This connective is called nand, and is used in the study of circuits in

computer science.)

(a) Make a truth table for P | Q.

(b) Find a formula using only the connectives A, Vv, and — that is equiv-
alentto P | Q.

(c) Find formulas using only the connective | that are equivalent to — P,
PvVv Q,and P A Q.

Use truth tables to determine whether or not the arguments in exercise 7

of Section 1.1 are valid.

. Use truth tables to determine which of the following formulas are equiv-

alent to each other:

(@ (PAQ)V (=P A—Q).

(b) =P Vv Q.

(©) (PV—=Q)AN(QV—P).

(d) =~(PV Q).

) (QAP)Vv—P.

Use truth tables to determine which of these statements are tautologies,
which are contradictions, and which are neither:
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@ (PVOAEPV—=Q).

(®) (PV QA (=P A—Q).

() (PV Q)V (=P V—0).

(d) [PA(QV—=R)]V(—=PVR).

Use truth tables to check these laws:

(a) The second DeMorgan’s law. (The first was checked in the text.)

(b) The distributive laws.

Use the laws stated in the text to find simpler formulas equivalent to these
formulas. (See Examples 1.2.5 and 1.2.7.)

(@ =(=P A=Q).

(®) (PAQ)V(PA—Q).

(©) =(PA=Q)V (=P A Q).

Use the laws stated in the text to find simpler formulas equivalent to these
formulas. (See Examples 1.2.5 and 1.2.7.)

(@) (=P Vv Q)V (P A—-R).

(b) ~(=P A Q)V (P A—R).

) (PAR)V[-RA(PV Q)

Use the first DeMorgan’s law and the double negation law to derive the
second DeMorgan’s law.

Note that the associative laws say only that parentheses are unnecessary
when combining three statements with A or V. In fact, these laws can be
used to justify leaving parentheses out when more than three statements
are combined. Use associative laws to show that [P A (Q A R)] A S is
equivalentto (P A Q) A (R AS).

How many lines will there be in the truth table for a statement containing
n letters?

Find a formula involving the connectives A, V, and — that has the follow-
ing truth table:

P O m
F F T
F T F
T F T
T T T

Find a formula involving the connectives A, Vv, and — that has the follow-
ing truth table:

P O M

F F F

F T T

T F T

T T F
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18. Suppose the conclusion of an argument is a tautology. What can you
conclude about the validity of the argument? What if the conclusion is
a contradiction? What if one of the premises is either a tautology or a
contradiction?

1.3. Variables and Sets

In mathematical reasoning it is often necessary to make statements about objects
that are represented by letters called variables. For example, if the variable x
is used to stand for a number in some problem, we might be interested in the
statement “x is a prime number.” Although we may sometimes use a single
letter, say P, to stand for this statement, at other times we will revise this
notation slightly and write P(x), to stress that this is a statement about x.
The latter notation makes it easy to talk about substituting some number for
x in the statement. For example, P(7) would represent the statement “7 is a
prime number,” and P(a + b) would mean “a + b is a prime number.” If a
statement contains more than one variable, our abbreviation for the statement
will include a list of all the variables involved. For example, we might represent
the statement “p is divisible by ¢” by D(p, ¢q). In this case, D(12, 4) would
mean “12 is divisible by 4.”

Although you have probably seen variables used most often to stand for
numbers, they can stand for anything at all. For example, we could let M(x)
stand for the statement “x is a man,” and W(x) for “x is a woman.” In this
case, we are using the variable x to stand for a person. A statement might even
contain several variables that stand for different kinds of objects. For example,
in the statement “x has y children,” the variable x stands for a person, and y
stands for a number.

Statements involving variables can be combined using connectives, just like
statements without variables.

Example 1.3.1. Analyze the logical forms of the following statements:

1. x is a prime number, and either y or z is divisible by x.
2. xis aman and y is a woman and x likes y, but y doesn’t like x.

Solutions

1. We could let P stand for the statement “x is a prime number,” D for “y
is divisible by x,” and E for “z is divisible by x.” The entire statement
would then be represented by the formula P A (D Vv E). But this analysis,
though not incorrect, fails to capture the relationship between the statements
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D and E. A better analysis would be to let P(x) stand for “x is a prime
number” and D(y, x) for “yis divisible by x.” Then D(z, x) would mean “z is
divisible by x,” so the entire statement would be P(x) A (D(y, x) V D(z, x)).
2. Let M(x) stand for “x is a man,” W(y) for “y is a woman,” and L(x, y) for
“x likes y.” Then L(y, x) would mean “y likes x.” (Notice that the order of
the variables after the L makes a difference!) The entire statement would
then be represented by the formula M (x) A W(y) A L(x, y) A =L(y, x).

When studying statements that do not contain variables, we can easily talk
about their truth values, since each statement is either true or false. But if a
statement contains variables, we can no longer describe the statement as being
simply true or false. Its truth value might depend on the values of the variables
involved. For example, if P(x) stands for the statement “x is a prime number,”
then P(x) would be true if x = 23, but false if x = 22. To solve this problem,
we will define fruth sets for statements containing variables. Before giving this
definition, though, it might be helpful to review some basic definitions from
set theory.

A set is a collection of objects. The objects in the collection are called the
elements of the set. The simplest way to specify a particular set is to list its
elements between braces. For example, {3, 7, 14} is the set whose elements
are the three numbers 3, 7, and 14. We use the symbol € to mean is an element
of. For example, if we let A stand for the set {3, 7, 14}, then we could write
7 € A to say that 7 is an element of A. To say that 11 is not an element of A,
we write 11 & A.

A set is completely determined once its elements have been specified. Thus,
two sets that have exactly the same elements are always equal. Also, when
a set is defined by listing its elements, all that matters is which objects are
in the list of elements, not the order in which they are listed. An element
can even appear more than once in the list. Thus, {3, 7, 14}, {14, 3, 7}, and
{3, 7, 14, 7} are three different names for the same set.

It may be impractical to define a set that contains a very large number of
elements by listing all of its elements, and it would be impossible to give such
a definition for a set that contains infinitely many elements. Often this problem
can be overcome by listing a few elements with an ellipsis (. . .) after them, if it
is clear how the list should be continued. For example, suppose we define a set
B by saying that B = {2,3,5,7, 11, 13, 17, ...}. Once you recognize that the
numbers listed in the definition of B are the prime numbers, then you know that,
for example, 23 € B, even though it wasn’t listed explicitly when we defined
B. But this method requires recognition of the pattern in the list of numbers in
the definition of B, and this requirement introduces an element of ambiguity
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and subjectivity into our notation that is best avoided in mathematical writing.
It is therefore usually better to define such a set by spelling out the pattern that
determines the elements of the set.

In this case we could be explicit by defining B as follows:

B = {x | x is a prime number}.

This is read “B = the set of all x such that x is a prime number,” and it means
that the elements of B are the values of x that make the statement “x is a prime
number” come out true. You should think of the statement “x is a prime number”
as an elementhood test for the set. Any value of x that makes this statement
come out true passes the test and is an element of the set. Anything else fails
the test and is not an element. Of course, in this case the values of x that make
the statement true are precisely the prime numbers, so this definition says that
B is the set whose elements are the prime numbers, exactly as before.

Example 1.3.2. Rewrite these set definitions using elementhood tests:

1. E=1{2,4,6,8,...}.
2. P = {George Washington, John Adams, Thomas Jefferson, James
Madison, ... }.

Solutions

Although there might be other ways of continuing these lists of elements,
probably the most natural ones are given by the following definitions:

1. E = {n|nis a positive even integer}.
2. P = {z]|z was a president of the United States}.

If a set has been defined using an elementhood test, then that test can be used
to determine whether or not something is an element of the set. For example,
consider the set {x | x> < 9}. If we want to know if 5 is an element of this set,
we simply apply the elementhood test in the definition of the set — in other
words, we check whether or not 52 < 9. Since 5% = 25 > 9, it fails the test,
s0 5 & {x | x2 < 9}. On the other hand, (—2)> =4 < 9,s0 —2 € {x | x? < 9}.
The same reasoning would apply to any other number. For any number y, to
determine whetherornot y € {x | x> < 9}, we just check whether ornot y> < 9.
In fact, we could think of the statement y € {x | x> < 9} as just a roundabout
way of saying y> < 9.

Notice that because the statement y € {x | x> < 9} means the same thing as
y? <9, it is a statement about y, but not x! To determine whether or not y €
{x | x? < 9} you need to know what y is (so you can compare its square to 9), but
not what x is. We say that in the statement y € {x | x> < 9}, y is a free variable,
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whereas x is a bound variable (or a dummy variable). The free variables in a
statement stand for objects that the statement says something about. Plugging
in different values for a free variable affects the meaning of a statement and
may change its truth value. The fact that you can plug in different values for
a free variable means that it is free to stand for anything. Bound variables, on
the other hand, are simply letters that are used as a convenience to help express
an idea and should not be thought of as standing for any particular object. A
bound variable can always be replaced by a new variable without changing
the meaning of the statement, and often the statement can be rephrased so
that the bound variables are eliminated altogether. For example, the statements
y e {x|x?> <9}and y € {w|w? < 9} mean the same thing, because they both
mean “y is an element of the set of all numbers whose squares are less than 9.”
In this last statement, all bound variables have been eliminated, and the only
variable mentioned is the free variable y.

Note that x is a bound variable in the statement y € {x | x> < 9} even though
it is a free variable in the statement x> < 9. This last statement is a statement
about x that would be true for some values of x and false for others. It is only
when this statement is used inside the elementhood test notation that x becomes
a bound variable. We could say that the notation {x | ...} binds the variable x.

Everything we have said about the set {x | x> < 9} would apply to any set
defined by an elementhood test. In general, the statement y € {x | P(x)} means
the same thing as P(y), which is a statement about y but not x. Similarly,
vy ¢ {x| P(x)} means the same thing as —P(y). Of course, the expression
{x | P(x)} is not a statement at all; it is a name for a set. As you learn more
mathematical notation, it will become increasingly important to make sure you
are careful to distinguish between expressions that are mathematical statements
and expressions that are names for mathematical objects.

Example 1.3.3. What do these statements mean? What are the free variables
in each statement?

1. a+b & {x|x is an even number}.
2. y € {x | x is divisible by w}.
3.2 ¢ {w|6 ¢ {x|xis divisible by w}}.

Solutions

1. This statement says that a + b is not an element of the set of all even
numbers, or in other words, a + b is not an even number. Both a and b are
free variables, but x is a bound variable. The statement will be true for some
values of a and b and false for others.
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2. This statement says that y is divisible by w. Both y and w are free variables,
but x is a bound variable. The statement is true for some values of y and w
and false for others.

3. This looks quite complicated, but if we go a step at a time, we can decipher
it. First, note that the statement 6 ¢ {x | x is divisible by w}, which appears
inside the given statement, means the same thing as “6 is not divisible by w.”
Substituting this into the given statement, we find that the original statement
is equivalent to the simpler statement 2 € {w | 6 is not divisible by w}. But
this just means the same thing as “6 is not divisible by 2.” Thus, the statement
has no free variables, and both x and w are bound variables. Because there
are no free variables, the truth value of the statement doesn’t depend on the
values of any variables. In fact, since 6 is divisible by 2, the statement is
false.

Perhaps you have guessed by now how we can use set theory to help us
understand truth values of statements containing free variables. As we have
seen, a statement, say P(x), containing a free variable x, may be true for some
values of x and false for others. To distinguish the values of x that make P(x)
true from those that make it false, we could form the set of values of x for which
P(x) is true. We will call this set the truth set of P(x).

Definition 1.3.4. The truth set of a statement P(x) is the set of all values of x
that make the statement P (x) true. In other words, it is the set defined by using
the statement P(x) as an elementhood test:

Truth set of P(x) = {x | P(x)}.

Note that we have defined truth sets only for statements containing one free
variable. We will discuss truth sets for statements with more than one free
variable in Chapter 4.

Example 1.3.5. What are the truth sets of the following statements?

1. Shakespeare wrote x.
2. nis an even prime number.

Solutions

1. {x | Shakespeare wrote x} = {Hamlet, Macbeth, Twelfth Night, . . .}.

2. {n|n is an even prime number}. Because the only even prime number is 2,
this is the set {2}. Note that 2 and {2} are not the same thing! The first is
a number, and the second is a set whose only element is a number. Thus,
2 € {2}, but 2 # {2}.
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Suppose A is the truth set of a statement P(x). According to the definition of
truth set, this means that A = {x | P(x)}. We’ve already seen that for any object
y, the statement y € {x | P(x)} means the same thing as P(y). Substituting in
A for {x | P(x)}, it follows that y € A means the same thing as P(y). Thus, we
see that in general, if A is the truth set of P(x), then to say that y € A means
the same thing as saying P(y).

When a statement contains free variables, it is often clear from context that
these variables stand for objects of a particular kind. The set of all objects of
this kind — in other words, the set of all possible values for the variables — is
called the universe of discourse for the statement, and we say that the variables
range over this universe. For example, in most contexts the universe for the
statement x2 < 9 would be the set of all real numbers; the universe for the
statement “x is a man” might be the set of all people.

Certain sets come up often in mathematics as universes of discourse, and it is
convenient to have fixed names for them. Here are a few of the most important
ones:

R = {x | x is a real number}.

Q = {x | x is a rational number}.

(Recall that a real number is any number on the number line, and a
rational number is a number that can be written as a fraction p/q,
where p and g are integers.)

Z = {x|xisaninteger} ={..., -3, -2,-1,0,1,2,3,...}.

N = {x | x is a natural number} = {0, 1, 2, 3, ...}.

(Some books include 0 as a natural number and some don’t. In this
book, we consider O to be a natural number.)

The letters R, Q, and Z can be followed by a superscript + or — to indicate that
only positive or negative numbers are to be included in the set. For example,
R* = {x | x is a positive real number}, and Z~ = {x | x is a negative integer}.

Although the universe of discourse can usually be determined from context,
it is sometimes useful to identify it explicitly. Consider a statement P(x) with a
free variable x that ranges over a universe U. Although we have written the truth
set of P(x) as {x | P(x)}, if there were any possibility of confusion about what
the universe was, we could specify it explicitly by writing {x € U | P(x)}; this
is read “the set of all x in U such that P(x).” This notation indicates that only
elements of U are to be considered for elementhood in this truth set, and among
elements of U, only those that pass the elementhood test P (x) will actually be in
the truth set. For example, consider again the statement x> < 9. If the universe
of discourse for this statement were the set of all real numbers, then its truth
set would be {x € R|x? < 9}, or in other words, the set of all real numbers
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between —3 and 3. But if the universe were the set of all integers, then the
truth set would be {x € Z | x> < 9} = {=2, —1,0, 1, 2}. Thus, for example,
1.58 € {x e R|x? <9} but 1.58 ¢ {x € Z| x> < 9}. Clearly, the choice of
universe can sometimes make a difference!

Sometimes this explicit notation is used not to specify the universe of dis-
course but to restrict attention to just a part of the universe. For example, in
the case of the statement x2 < 9, we might want to consider the universe
of discourse to be the set of all real numbers, but in the course of some
reasoning involving this statement we might want to temporarily restrict our
attention to only positive real numbers. We might then be interested in the
set {x € R* | x? < 9}. As before, this notation indicates that only positive real
numbers will be considered for elementhood in this set, and among positive
real numbers, only those whose square is less than 9 will be in the set. Thus,
for a number to be an element of this set, it must pass two tests: it must be a
positive real number, and its square must be less than 9. In other words, the
statement y € {x € R* | x> < 9} means the same thing as y € R* A y? < 9.
In general, y € {x € A| P(x)} means the same thingas y € A A P(y).

When a new mathematical concept has been defined, mathematicians are
usually interested in studying any possible extremes of this concept. For
example, when we discussed truth tables, the extremes we studied were
statements whose truth tables contained only T’s (tautologies) or only F’s
(contradictions). For the concept of the truth set of a statement containing a
free variable, the corresponding extremes would be the truth sets of statements
that are always true or always false. Suppose P(x) is a statement containing
a free variable x that ranges over a universe U. It should be clear that if P(x)
comes out true for every value of x € U, then the truth set of P(x) will be
the whole universe U. For example, since the statement x2 >0 is true for
every real number x, the truth set of this statement is {x € R|x? > 0} = R.
Of course, this is not unrelated to the concept of a tautology. For exam-
ple, since P v —P is a tautology, the statement P(x)V —P(x) will be true
for every x € U, no matter what statement P(x) stands for or what the
universe U is, and therefore the truth set of the statement P(x)V —P(x)
will be U.

For a statement P(x) that is false for every possible value of x, nothing in
the universe can pass the elementhood test for the truth set of P(x), and so this
truth set must have no elements. The idea of a set with no elements may sound
strange, but it arises naturally when we consider truth sets for statements that
are always false. Because a set is completely determined once its elements have
been specified, there is only one set that has no elements. It is called the empty
set, or the null set, and is often denoted . Forexample, {x € Z | x # x} = .
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Since the empty set has no elements, the statement x € & is an example of a
statement that is always false, no matter what x is.

Another common notation for the empty set is based on the fact that any set
can be named by listing its elements between braces. Since the empty set has
no elements, we write nothing between the braces, like this: & = { }. Note that
{J} is not correct notation for the empty set. Just as we saw earlier that 2 and
{2} are not the same thing, & is not the same as {J}. The first is a set with no
elements, whereas the second is a set with one element, that one element being
<, the empty set.

Exercises

*1. Analyze the logical forms of the following statements:

(a) 3is a common divisor of 6,9, and 15. (Note: You did this in exercise
2 of Section 1.1, but you should be able to give a better answer now.)

(b) x is divisible by both 2 and 3 but not 4.

(c) x and y are natural numbers, and exactly one of them is prime.

2. Analyze the logical forms of the following statements:

(a) x and y are men, and either x is taller than y or y is taller than x.

(b) Either x or y has brown eyes, and either x or y has red hair.

(c) Either x or y has both brown eyes and red hair.

*3. Write definitions using elementhood tests for the following sets:

(a) {Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus, Neptune,
Pluto}.

(b) {Brown, Columbia, Cornell, Dartmouth, Harvard, Princeton, Univer-
sity of Pennsylvania, Yale}.

(c) {Alabama, Alaska, Arizona, ..., Wisconsin, Wyoming}.

(d) {Alberta, British Columbia, Manitoba, New Brunswick, Newfound-
land and Labrador, Northwest Territories, Nova Scotia, Nunavut, On-
tario, Prince Edward Island, Quebec, Saskatchewan, Yukon}.

4. Write definitions using elementhood tests for the following sets:

(a) {1,4,9,16,25,36,49,...}.

) {1,2,4,8,16,32,64,...}.

(c) {10, 11, 12,13, 14, 15,16, 17, 18, 19}.

*5. Simplify the following statements. Which variables are free and which are
bound? If the statement has no free variables, say whether it is true or
false.

(@ 3e{xeR|13-2x>1}.

b d4efxeR |13-2x > 1}.

© S¢{xeR|13—-2x > c}.
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6. Simplify the following statements. Which variables are free and which are
bound? If the statement has no free variables, say whether it is true or
false.

(@ we{xeR|13—-2x > c}.

(b) 4 e{x e R| 13 —2x € {y | yisaprime number}}. (It might make
this statement easier to read if we let P = {y | y is a prime number};
using this notation, we could rewrite the statement as 4 € {x € R |
13 —2x € P}.)

(c) 4 € {xe{y | yis a prime number}| 13 — 2x > 1}. (Using the same no-
tation as in part (b), we could write thisas4 € {x € P | 13 — 2x > 1}.)

*7. What are the truth sets of the following statements? List a few elements of
the truth set if you can.

(a) Elizabeth Taylor was once married to x.

(b) x is alogical connective studied in Section 1.1.

(¢) x is the author of this book.

8. What are the truth sets of the following statements? List a few elements of
the truth set if you can.

(a) x is a real number and x> — 4x + 3 = 0.

(b) x is a real number and x> — 2x + 3 = 0.

(c) xisareal numberand 5 € {y € R | x> + y? < 50}.

1.4. Operations on Sets

Suppose A is the truth set of a statement P(x) and B is the truth set of Q(x).
What are the truth sets of the statements P(x) A Q(x), P(x)V Q(x),
and —P(x)? To answer these questions, we introduce some basic operations
on sets.

Definition 1.4.1. The intersection of two sets A and B is the set A N B defined
as follows:

ANB={x|x € Aand x € B}.

The union of A and B is the set A U B defined as follows:
AUB ={x|x € Aorx € B}.

The difference of A and B is the set A \ B defined as follows:
A\B={x|x € Aandx ¢ B}.

Remember that the statements that appear in these definitions are element-
hood tests. Thus, for example, the definition of A N B says that for an object to
be an element of A N B, it must be an element of both A and B. In other words,
AN B is the set consisting of the elements that A and B have in common.
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Because the word or is always interpreted as inclusive or in mathematics,
anything that is an element of either A or B, or both, will be an element of
A U B. Thus, we can think of A U B as the set resulting from throwing all the
elements of A and B 