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ABSTRACT

Conventional Underfrequency Load Shedding (UFLS) is used to balance generation and
load when underfrequency conditions occur. It sheds a fixed, predetermined amount of load
irrespective of disturbance location. Several adaptive UFLS schemes are proposed in the
literature. Recent research discussed utilizing synchrophasor messages to implement adaptive
UFLS but these studies have been using virtual PMUs. Of late, hardware implementations for
adaptive UFLS scheme using actual Phasor Measurement Units (PMUs) are reported but also
these studies are based on small power systems. This study presents hardware implementation of
adaptive UFLS based on real time simulation of IEEE39-bus system.

The simulation tool used was OPAL-RT eMEGAsim real time digital simulator. To
emulate the actual environment where the scheme could be used, a complete phasor network
setup is established using actual devices, such as high accuracy Global Positioning System (GPS)
clocks, PMUs and Synchrophasor Vector Processor (SVP).

The results obtained show that the adaptive UFLS scheme restored the frequency and
curtailed the load based on voltage sag. Furthermore, the results are compared with conventional

UFLS scheme.
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CHAPTER 1

INTRODUCTION

1.1 General Description

Power system stability is defined as that property of a power system that enables it to
remain in a state of operating equilibrium under normal operating conditions and to regain an
acceptable state of equilibrium after being subjected to a disturbance (Kundur, Balu, & Lauby,
1994). The protection systems should be designed so that to take preventive actions when system
contingencies (such as faults, major generators or lines outages) occur. However, preventive
actions disrupt the power only in the affected area, and by doing so the rest of the power system
remains in a stable condition.

Generally, power systems experience either frequency or voltage instability problem. If
there is no action taken to recover the system to its normal state, pre-disturbance, the
consequences can be catastrophic. In addition to that, a power system may experience a rotor
angle instability which defined in (Kundur et al., 1994) as the ability of interconnected
synchronous machines of a power system to remain in synchronism. In this study, only
frequency instability is considered.

The frequency stability is normally associated with the balance between the real power
generated and the real power required by the load. If the demand is significantly higher than the
generation, the system will experience underfrequency conditions, and underfrequency load
shedding (UFLS) relays should operate in order to bring the system frequency back to stable

1



conditions by shedding the load. On the other hand, if the generation is significantly higher than
the load, the frequency of the system will increase, and overfrequency relays should operate to
bring the frequency back to its normal value by tripping generator(s).

The power system frequency as well as voltage has a certain operating limits. The
protection system should not operate when the system conditions lie within these allowable
limits. Whenever these limits are not met, the associated protection system should operate.
Under/over-frequency relays should operate whenever the system frequency is lower/higher than
the minimum/maximum limits.

The utilities practice for UFLS is to shed, after a time delay, a fixed amount of load, from
specified load buses whenever system frequency is lower than the threshold value. Such type of
load shedding is called conventional UFLS. The conventional UFLS is inherently decentralized
in nature, the shedding decision is distributed among the relays located in different areas, and it
is usually implemented by frequency relays which are located in the load buses considered for
load shedding.

The conventional UFLS is well known by utilities. In general, the setting for
conventional UFLS relays is simple and consists only of two quantities, a set frequency and time
delay. The main disadvantage of the conventional UFLS is that it sheds the same blocks of load
irrespective of the disturbance location, rate of change of frequency and voltage dip at the load
buses. Furthermore, since the amount of power to be shed in conventional UFLS is fixed, it may
cause an overfrequency condition, because it may shed more or less power than the required
amount. Therefore, to overcome the disadvantages of conventional UFLS an adaptive UFLS is
proposed in (Seethalekshmi, Singh, & Srivastava, 2011). This study aims to test the adaptive

UFLS scheme using actual industry devices.



The adaptive UFLS scheme was tested on New England 39-bus test system. It used the
frequency and rate of change of frequency from the generator buses to compute the amount of
disturbance power. In addition to that, it calculated the voltage dip based on the measurement
received from load buses, and then it distributed the amount of power to be shed based on the
calculated voltage dips at the load buses. The voltage dip was calculated from voltage magnitude
before and after the disturbance instant.

Due to technology advancement, enhancement of communication infrastructures and
deployment of Phasor Measurements Units (PMUs), monitoring of the system operation in real
time in today’s power system could be possible. Moreover, from the valuable information being
sent in real time to the control center, real time decision intended to take preventive actions to
mitigate system blackouts could also be possible. The adaptive UFLS scheme proposed in
(Seethalekshmi et al., 2011) is based on the availability of real time measurements from PMUs.

In the literature, the researchers assumed the availability of real time measurements in
their work but they do not have actual PMUs data and a central processing unit to process the
information and make decisions. In (Tang, Liu, Ponci, & Monti, 2013), adaptive UFLS and
Under-Voltage Load Shedding (UVLS) scheme based on synchrophasor measurements was
introduced. Although a real time digital simulator RTDS® was used as a testing platform to test
the proposed adaptive scheme, there was no hardware central processing unit which is
responsible for providing online assessment in real time of frequency stability condition of the
system. Instead PMU cards from RTDS® Technologies were used to simulate the actual PMUs.
Hence, each time a system disturbance scenario was carried out, a file was saved and loaded to

Matlab where the program for load shedding was written and the analysis is performed offline.



In this study, a model of IEEE39-bus system is developed in OPAL-RT eMEGAsIm real
time digital simulator for HIL test, and actual GPS synchronized PMUs from SEL were used to
provide online monitoring of the bus voltages of the IEEE39-bus system, by taking real time
measurements from the analog output port of the simulator. Synchrophasor data are sent to SEL
synchrophasor vector processor SVP using 60 msg/sec message rates through Ethernet cables.
The SVP collects, time synchronizes, and processes these phasor measurements based on the
load shedding program, adaptive UFLS, and accordingly sends trip signals to selected load buses
to shed the load adaptively. The SVP monitors the system state after the load shedding to assure
the system is operating in the stable conditions and within allowable limits. Although the
adaptive UFLS scheme can be implemented as decentralized scheme, in this study a centralized

scheme was considered by using central processing unit.

1.2 Thesis Objective

The objective of this study is to implement a centralized adaptive UFLS scheme and test
its validity using actual PMUs. Also the study aims to test the performance of the PMUs and the
SVP when adaptive UFLS algorithm is implemented on them. Additionally, it also aims to
validate the results obtained in (Abd Elwahid, 2013) for adaptive UFLS algorithm and obtain the
response of the algorithm when tested in larger power system such as IEEE39-bus system.

The scheme was tested on the IEEE39-bus system using HIL test technology. Moreover,
in this study a comparison between the performance of the conventional and adaptive UFLS
schemes during underfrequency conditions was provided.

The study also aims to establish and test the performance of an actual phasor network
consisting of PMUs, Global Positioning System (GPS) clocks and SVP. This is required to
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emulate the real phasor network in modern power grid. These devices along with OPAL-RT
eMEGAsim real time digital simulator are state of the art equipment which are used in cutting
edge researches in the area of Wide Area Monitoring, Protection, and Control (WAMPC)
application.

Furthermore, the study aims to build a model of IEEE39-bus system in eMEGAsIm real
time digital simulator, to be used as test bed for research and teaching purposes in the Smart Grid
and protection laboratory at the University of Tennessee at Chattanooga. The main usage of the
model is to perform hardware in the loop testing of new protection schemes especially, WAMPC
applications. The model was built in different power system software, such as ETAP and CAPE,
for conducting regular power system studies such as power flow, short circuits and coordination
studies. On the other hand, for real time simulation purposes the model was built in RT lab and
HYPERSIM software to aid in conducting hardware in the loop testing.

The model could also be used to test simple protection functions such as over-current,
distance and differential, using hardware in the loop test technology. Since real time simulators
give the capability of performing several contingency in real time, this could enable testing the
relay performance during critical system contingencies, especially relay operation during
transients.

Unlike conventional relay test sets which are static in nature and inject only the faults
currents and voltages, simulation with real time digital simulators is inherently dynamic,

therefore dynamic testing of protective relays is possible.



CHAPTER 2

THEORETICAL BACKGROUND

2.1 Frequency Stability

The frequency stability is normally associated with the balance between the MW
generated and MW demand required by the load. If the demand is higher than the generation, the
system will experience underfrequency conditions and underfrequency load shedding relays
should operate in order to bring the system frequency back to stable conditions by shedding the
load. On the other hand, if the generation is higher than the load, the frequency of the system will
increase and overfrequency relays should operate to bring the frequency back to its normal value
by tripping generator(s).

Changing in load demand is a natural phenomenon that every utility experiences
constantly. The change may be small, such as daily load changes, or large, such as seasonal load
changes, due to change in weather conditions. For small load changes, automatic generation
control (AGC) is designed to compensate for these changes by increasing the power of the
generators from reserve power.

Sudden changes in load with high amount of power or losing generators would possibly
lead to underfrequency conditions. In these cases, to recover the system frequency load

curtailment is strictly needed.



2.2 Under-Frequency Load Shedding (UFLS)

UFLS is a protection scheme which continuously monitors power system frequency. It
initiates a trip signal to shed load, if required, to bring system frequency back to acceptable
stable conditions.

In conventional UFLS the amount of disturbance power is determined by performing
stability studies. A common practice is to shed half of the load block when the frequency is
lower than the threshold value. The amount of power shed is irrespective of the disturbance
location i.e. conventional UFLS does not take into consideration how far the disturbance location
is from load buses, which is the main disadvantage of conventional UFLS. Practically, the load
shedding is normally executed in multiple stages, with different sets for frequencies and time

delays. Table 2.1 shows the typical setting for each stage of conventional UFLS.

Table 2.1 Typical Conventional Load Shedding Stages

Stage number | Frequency | Time delay
(H2) (cycles)
1% stage 59.5Hz 10
2" stage 59.1 Hz 20
3" stage 57.8 Hz 30

Generally, when there is a system disturbance in the power system, the voltages at buses
in the affected area experience voltage sag depending on the severity, location and type of the
disturbance. Therefore, the bus voltage could be used as a valuable indicator for system

disturbance, and also to determine how far the disturbance is from the load buses.



PMUs distributed throughout the wide area, send real time measurements to the control
centers, providing a complete and clear view of the power grid, for both monitoring and real time
decisions. As all bus voltages being measured by the PMUs and sent as synchronized phasor to
the SVP, locating the disturbance area and most affected buses is possible. Furthermore, the
SVP calculates the voltage dip for all load buses. In adaptive UFLS voltage dip information
plays a crucial role in the distribution of the power to be shed among the load buses.

Since the amount of power to be shed is determined to be constant without taking the
disturbance location into consideration, the conventional UFLS may shed more or less power
than required, in this case frequency overshoot could occur. On the other hand, adaptive UFLS
uses rate of change of frequency information from all the generators PMUs to compute the
amount of disturbance power in real time. Several adaptive UFLS have been reported in the
literature (Anderson & Mirheydar, 1992) - (Pasand & Seyedi, 2007) to overcome the
deterministic nature of the conventional UFLS (Seethalekshmi et al., 2011).

In (Abd Elwahid, 2013) a hardware implementation of adaptive UFLS scheme was
developed to perform HIL test for the Adaptive UFLS algorithm using industrial devices. The
model used for real time simulation to perform the test was the IEEE9-bus WSCC system.
However, to test the validity of the algorithm in larger interconnected power grid to validate
results obtained in (Abd Elwahid, 2013), the IEEE39-bus system was used in this study.

The adaptive UFLS scheme used in this study is based on (Seethalekshmi et al., 2011)
and (Abd Elwahid, 2013). The algorithm used system frequency response (SFR) model in which
the initial rate of change of frequency for each generator in the power grid is used to estimate the
amount of disturbance active power. Furthermore, it calculates the voltage dip for load buses
from voltage phasor before and after the disturbance instant.
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2.3 Adaptive UFLS Algorithm

In (Seethalekshmi et al., 2011) a low order system frequency response (SFR) model is
used for computing the magnitude of the disturbance power. An equation for calculating the
disturbance power from each generator using initial rate of change of frequency information is
introduced in (Seethalekshmi et al., 2011). The generator swing equation for disturbance power

calculation is shown in equation 2.1.

APl' = DPmi — Pei = —n e eeer et reestesteateseeatesteateataat e er et et e e et et e st easeseeaee e e e e e e e naeas (21)

AP; : Load-generation imbalance of generator i in p.u.
Pmi - Mechanical turbine power of generator i in p.u.
pei . Electrical power of generator i in p.u.
H; : Inertia constant of generator i in seconds.
fn - System rated frequency in Hz.
fi - Generator i frequency in Hz.
However, the total disturbance power in the system with N generators is equal to the

algebraic sum of all generators’ disturbance power and it is represented by equation 2.2.
dafc
AP = XN AP =2 B3 Hy X (O /f oottt (2.2)

AP : Total disturbance power in the system in p.u.
fc - Center of inertia COI frequency in Hz.

The center of inertia (COI) frequency is the frequency of the equivalent system inertia.
During normal operating conditions all generators in the system have the same frequency, in this

case the center of inertia frequency is equal to system frequency. The center of inertia frequency



could be considered as system frequency during transient condition. Equation (2.3) used to
calculate COI frequency as follows

o = XV Himsysfi] B} Himsyscommmmemiiiissisississsssssssssssssees s (2.3)

H;_ys : The inertia constant of generator i in seconds based on a common system base.

g xS
Hi_sys = H; X /Sbase_sys .......................................................................................... (2.4)

S; : The apparent power of generator i in MVA.
Shase—sys - 1Nhe system base in MVA,

The PMUs located at the generator buses send frequency and rate of change of frequency
information for each generator to the SVP, and consequently the SVP calculates the disturbance
power in real time just after the disturbance has occurred.

As the voltage dips in the load buses required to shed the load in the adaptive UFLS
scheme, the load bus voltage before and after the disturbance instant should be calculated and
recorded. Thereafter, the SVP calculates the voltage dip for each load bus using equation 2.5.

AV; = Vierore — Vafter eeeerereemsmssesssssssssssssssssssssssssssssssssssssssssssssssnes (2.5)

AV; : Voltage dip at load bus i.

Vberore - Average voltage before the disturbance from 1 sec voltage recording.

Vareer - Average voltage after the disturbance from 1 sec voltage recording.

Finally the SVP distributes the amount of power to be shed among the load buses

according to their voltage dip using equation 2.6.

10



Pgpeq,i - Power to be shed from load bus i.
Pspeq - Total amount of power to be shed from the system.
N Number of load buses.

The frequencies from each PMU located at the generator buses are used in the SVP
program to calculate the COI frequency in real time. The SVP compares the COI frequency to
frequency of 59.95 Hz in order to enable the recording of the disturbance power from each
generator. It also measures voltages at load buses during the disturbance. Figure 2.1 shows the

flow chart for the adaptive UFLS algorithm based on (Seethalekshmi et al., 2011).
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Start

Is COI Yes Record healthy

frequency>59.95 voltazes of each load

No

Stop healthy voltage recording and record disturbance
power given by (2.1) and voltage after disturbance

Yes
Is COI

freauencv=59.5

Mo load shedding

Calculate wvoltage dip given by (2.5) and rank the load buses
according to maximum voltage dip and select higher rated
buses

Calculate the power to be shed given by (2.6) and shed the
loads at 59.5 with delay =10

End

Figure 2.1 Adaptive UFLS algorithm flow chart

2.4 Phasor Network for WAMPC
Synchrophasor measurements refer to the concept of providing measurements taken on a

synchronized schedule in multiple locations. The word synchrophasor is derived from two
12



words: synchronized phasor (SEL-Inc, 2012). The value of synchrophasor data increases greatly
when the data can be shared over a communications network in real time. The availability of an
accurate time reference over a large geographic area allows multiple PMUs to synchronize the
gathering of power system data (SEL-Inc, 2012).

Communication infrastructure plays an important role in the Smart Grid development and
wide area monitoring, protection and control (WAMPC) applications. Thus, a robust and fast
communication media is required in order for the PMUSs, distributed in a wide area, to send the

phasor measurements in real time to a central processing unit in the control center.

2.4.1 Phasor Measurement Unit (PMU)

Phasor Measurement Unit is a device that measures electrical waveform with a high
sampling rate up to 48 samples per electrical cycle. It synchronizes all measurements using a
common time reference from a high-accuracy clock, commonly a GPS receiver such as the SEL-
2407® Satellite-Synchronized Clock (Liu, Mili, De La Ree, & Nuqui, 2001). These
synchronized measurements are called synchrophasors. The PMU has the capability of direct
measurement of phase angle. The phasor measurement message from the PMUs usually contains
voltage phasors, magnitude and phase angle, frequency, and rate of change of frequency.

To compare voltage and current measurements from everywhere in a large geographical
area in the past was impossible because measurements from different locations are not time
synchronized. This has now changed due to PMUs deployment which uses accurate time
reference to allow multiple devices, from different geographical locations with different time

zones, to synchronize the gathering of power system measurements.
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Due to high sampling rate, PMUs give a very good insight into what is happening on the
grid at high resolution. In addition to that, PMUs provide real time measurements for control
centers through high speed communication media. On the other hand, supervisory control and
data acquisitions (SCADA\) capture grid conditions every 4 to 6 seconds which is too slow, and it
can miss very important dynamic events on the grid.

Generally, the PMU is either a stand-alone device, or it can be a function incorporated
into a protective relay or other Intelligent Electronic Device (IED) device. For instance, SEL
411L and 487E relays have built in PMU function. These SEL PMUs were used in this study as

actual hardware for the HIL testing of the adaptive UFLS algorithm.

2.4.2 Synchrophasor Vector Processor (SVP)

SVP is a programmable logic controller, developed by SEL, which receives real-time
synchrophasor messages from the PMUs distributed throughout the interconnection. It performs
time alignment for the received data, and processes them according to logic inside it. SEL 3378
SVP has a capability to receive synchrophasor data from up to 20 PMUs with different message
rates. In order to have accurate and close monitoring of the system behavior during the transient
states, a message rate of 60 msg/sec is used in this study. Additionally, it can send control
commands to external clients. Moreover, the device is equipped with some functional blocks that

could be used along with user-defined algorithms.
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2.4.3 Phasor Network for IEEE39-Bus System

The network that connects all PMUs located in the important buses throughout the
interconnection to a phasor data concentrator (PDCs), usually located in the control centers, is
called Phasor Network. The term is newly adopted due to deployment of WAMCS applications.
Phasor data from PMUs are sent via high speed communication media, such as Ethernet, to
central processing units.

Figure 2.2 shows the phasor system components used in this study. It consists of: SEL
2407 GPS satellite-synchronized clocks, SEL PMUs, SEL 3378 SVP, and secure

communications, through an Ethernet Switch.
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Figure 2.2 Phasor network diagram

2.5 Real Time Simulation

The real time digital simulator used in this study is an eMEGAsim OP5600 HILBoX,
developed by OPAL-RT Technologies. The eMEGAsim Real-Time Digital Simulator integrates
the OPAL-RT powerful electrical circuit solvers, SimPower System, and RT-LAB distributed
processing software, and hardware platform for high speed and real-time simulation of

electromagnetic transients (OPAL-RT).
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Real time simulation has the power to simulate everything from fast electromagnetic
phenomenon to the transient stability of large power systems. Therefore, operation of the

protection devices in critical system conditions could be tested using this technology.

2.5.1 Software Requirements
The software component of the eMEGAsim is RT Lab, designed by OPAL-RT
Technologies, which allows the user to perform real time simulation such as HIL tests. RT Lab is
fully integrated with the Matlab Simulink. The software is installed in a host computer which is
connected to the target, simulator hardware, through the Ethernet cable. RT-Lab allows the user
to create and compile the model by generating C code, load the model into different processor

cores, and execute the model in real time.

2.5.2 Hardware Requirements
The hardware component of the eMEGAsIm is the OP5600 Chassis. The target computer
included in the OP5600 Chassis consists of the following components (OPAL-RT):
* ATX motherboard, with up to 12 processor cores
* 6 DRAM connectors
* 250 GB hard disk
* 600 W power supply

» PClIe boards, up to 8 slots, depending on the configuration
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2.5.3 RT Lab Software

To create a model for real time simulation in RT lab, it is required first to create the
model in Matlab Simulink and perform load flow and machine initialization. Then run it offline
using trapezoidal solver. If there are any problems in the execution of the simulation in the
offline mode i.e. non real time, it is better to be solved earlier in the Simulink. When the model is
error free, RT lab component such as artimes and OPcomm blocks should be added to the model,
and the solver method should be set to art5 (Solver developed by OPAL-RT) for real time
simulation. Also before running in real time mode, transmission lines model should be changed
from regular Simpower system (SPS) blocks to artimes Distributed Parameters Line (DPL)
blocks.

To allow the execution of the model by parallel processing, the model should be
regrouped into subsystems. Each RT lab model should have 0 or 1 console subsystem, 1 master
subsystem and any number of slave subsystems depending on the number of processors
available.

RT lab provides user interface and interactive environment by allowing monitoring and
controlling the model under real time simulation through the console subsystem. The console
subsystem contains user interface blocks, such as scopes and controls. On the other hand, the
slave subsystem contains all the computational elements of the model, such as generators,
transmission lines, transformers and loads. In addition to that, it contains the mathematical
operations and input/output (1/0O) blocks. The number of slave subsystems could be zero or more
per model depending of the grid size.

When the model is large, simulating the model in real time using only one core in the
target is not possible. In this case, the model should be divided into multiple subsystems to
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distribute the computational elements across multiple cores. In this study, the model is divided
into four slave subsystems to allow modeling in real time without having overruns.

To simulate the overhead transmission line, DPL block is used. However, it is necessary
to set the simulation time step less than the shortest propagation time of the transmission line in
the model. The shortest line in the model is line 5-6 which has a 47.5 psec propagation time.
Therefore, the time step required for the simulation should be less than 47.5 psec, and
consequently, time step of 40 psec has been selected for modeling IEEE39-bus system in real
time.

To perform real time simulation, the fixed time step solver should be used, and the
simulation type should be discrete. Fixed-step solvers solve the model at regular time intervals
from the beginning to the end of the simulation (OPAL-RT). In each time step the simulator
performs all necessary calculations to simulate the model. Figure 2.3 clearly describes the
concept of discrete time step. This fixed amount of time is called step size. When a
predetermined time step is too short and could not have enough time to perform inputs, model
calculation and outputs, there is an overrun (OPAL-RT). When an overrun occurs, one time step
will be omitted. The next computation will be performed at the next time step. Figure 2.4 shows
how overruns cause time step skipping.

RT Lab assigns one processor per subsystem. The processor has a limited capability,
depending on the type of blocks used (i.e. require switching operation modelling or not) and the
number of blocks in the subsystem. RT Lab allows the user to see the percentage usage of the
processor in real time. If the percentage usage is high, there is a risk of the getting inappropriate

signal or overruns.
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Figure 2.3 RT lab simulation time step description courtesy of (OPAL-RT)
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Figure 2.4 Overruns in real time simulation courtesy of (OPAL-RT)

When overrun occurs, it causes data loss by skipping a time step. Therefore, the model is

no longer running in real time. To avoid overruns, the IEEE39-bus system model is divided into

four subsystems. It is necessary to monitor the model execution in real time before starting the

actual testing to make sure there are no overruns.

2.6 Hardware in the Loop Test (HIL)

Testing new devices or protection schemes in the real power grid is unattainable,

although testing is required before putting the new scheme for operation. Hardware in the loop

(HIL) test allows testing actual devices by simulating the power systems in real time with time

step less than or equal to 50 psec for power grids. It allows the interaction between the device

under test and the power system simulated through input/output interface boards. Also it
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provides user interface which allows the user to monitor or even control the plant in the
simulator through performing control actions in real time.

HIL testing platform used in this study is shown in figure 2.5. It clearly shows the plant
under simulation, IEEE39-bus system, being loaded into simulator, and the connection between
the actual devices under test and the simulator. For simplicity, only one PMU is shown. Figure
2.6 shows a general description of the implementation, as shown the PMUs continuously
measure the voltages outputted from the analog output port (AO) of the simulator. The PMUs
send these measurements in real time to the SVP via Ethernet cable. If load shedding trip signal
is required, the SVP sends a remote bit via Ethernet cable to the associated relay which in turns
asserts associated output contact. The output contact is wired directly to the digital input (DI)
port of the simulator. The DI input port converts the signal to a logical signal inside the Matlab

model to open the associated circuit breaker feeder.

SEL411L

Time step 50us

A
!‘ Workstation
s N

Figure 2.5 Hardware in the loop (HIL) test
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Figure 2.6 HIL test for adaptive UFLS scheme
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CHAPTER 3

METHODOLOGY

3.1 IEEE 39-Bus System Model

The New England 39-bus system consists of 10 generators, 34 transmission lines, 12
transformers and 18 load buses as shown on Figure 3.1. The swing bus, bus 31, is connected to
generator number 2. All other buses which have a generator connected to them are considered as
a PV or voltage control bus. The load buses are considered as PQ bus for load flow. For

complete system data see appendix (A).
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The base voltage for the transmission system is 345kV (L-L) and 22KV (L-L) for the
generators, except bus 39 which is connected directly to the transmission system. The IEEE39-
bus system is similar to a large power grid in terms of power capacity, system voltages level, and
number of buses, lines, transformers and generators.

In order to eliminate having numerical oscillation when a disturbance, such as generator
outage, is introduced in the model, a snubber circuit consisting only of resistance is connected in
parallel with each generator. The value of the resistance depends on the time step used to
perform real time simulation. For example, a model running with a 50 psec time step, should
have a resistance with value of 5% of the machine rating. Since the IEEE39-bus system is
modeled with 40 psec time step, a resistance with value equal to 4% of the machine rating
should be connected in parallel with each generator. The swing bus should compensate for these
additional resistances.

The eMEGAsiIm real time digital simulator has 12 core processors. Only 6 of them are
licensed and available for use, therefore, in order to simulate the model without having overruns,
the IEEE39-bus system is divided into four slave subsystems: southwest, southeast, northwest
and northeast subsystems as shown in figure 3.2. Each subsystem constitutes an area which has

its own generation and loads. The four subsystems are connected by tie-lines.
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Figure 3.2 IEEE39-bus system RT Lab model

Each one of these subsystem was assigned to one processor for the execution of model in
real time, and additional processor was assigned to the console subsystem. Figure 3.3 clearly
shows subsystems assignation by RT Lab. As shown, RT Lab assigns one processor for each
subsystem. Furthermore, to enhance the performance of real time simulation, eXtreme High
Performance (XHP) mode is enabled. The model is built, loaded and ran in the eMEGASsIm real

time simulator with zero overruns.
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Subsystems

Select subsystems to edit their properties:

Mame Assigned node  Platform XHP
#| SM_Control Targetd Redhat ¥| ON
#] 55_Mortheast Targetd Redhat ¥] OM
¥ 55_MNorthwest Targetd Redhat | OMN
#+ 55_Southeast Targetd Redhat | ON
#] 55_Southwest Targetd Redhat V| ON

1 subsystem selected : SM_Control

Edit settings for selected subsysterns:

Choose a physical node Targetd -

| Run in ¥HP mode

Figure 3.3 RT Lab assignations of processors

The four subsystems and their purposes are as follows:

1. Northwest slave subsystem

It consists of three generators G1, G8 and G10 in addition to one selected load bus L4. In RT
Lab model phase A voltage, from all three generator buses and the load at bus 4, is directed to
the slot 1 A subsection 1 in the analog output port in the simulator. The associated output
channels of these 4 voltage signals are wired to Doble amplifier then to the associated VT
terminals in the actual relays. Moreover, all these signals are recorded using OPwrite block from
RT Lab and saved into a Matlab file for further analysis.

2. Northeast slave subsystem

It consists of two generators G6 and G9 in addition to two selected load buses L21 and

L27. In RT Lab model phase A voltage, from the two generator buses and the load buses, is
27



directed to slot 1A subsection 2. The associated output channels of these voltage signals are
wired to Doble amplifier then to the associated VT terminals in the actual relays. Furthermore,
all these signals are recorded using OPwrite block from RT Lab and saved into a Matlab file for
further analysis.

3. Southwest slave subsystem

It consists of two generators G2 and G3. No load buses were selected in this subsystem.
In RT Lab model phase A voltage, from the two generator buses, is directed to slot 2A
subsection 1. The associated output channels of these voltage signals are wired to Doble
amplifier then to the associated VT terminals in the actual relays. Moreover, all these signals are
recorded using OPwrite block from RT Lab and saved into a Matlab file for further analysis.

4. Southeast slave subsystem

It consists of three generators G4, G5 and G7. Also no load buses were selected in this
subsystem. In RT Lab model phase A voltage, from all three generator buses, is directed to slot
2A subsection 2. The associated output channels of these 4 voltage signals are wired to Doble
amplifier then to the associated VT terminals in the actual relays. Also all these signals are
recorded using OPwrite block from RT Lab and saved into a Matlab file for further analysis.

On the other hand, the console subsystem provides an interactive environment by
providing a user interface. It gives the user the complete monitoring of the system while the
simulation is running in real time. As shown in figure 3.4 the OPcomm block collects the signals
from the slave subsystems, and then a demultiplexer is used to separate the generators signals
from transmission system voltages. When the simulation is running in real time, the user can

monitor the status of the system by opening the scope window. The console is programmed to
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give the user the capability of controlling the switching devices, such as a generator circuit

breaker, applying a fault, and enabling/disabling the recording of the data in real time.

Lines and Generators breakers control

=

GT control

Wiriting File

m Fault Messurements

OpComm

Transmission Buses monitoring

Vhus_1 volt
Vbus 2 volt

Vbus 7 volt
Vbus & volt

Vbus_13 volt
Vbus_14 volt
Vhus 3 volt Vhus 8 volt ¥ bus_15 volt
Vhus 4 volt bus 10 volt ¥ bus_18 voit
Vhus 5 volt ¥ bus_11 voit ¥ bus_17 volt
Vhus & volt ¥ bus_12 voit ¥ bus_18 volt

' bus_19 volt V bus_26 volt
' bus_20 volt
'V bus 21 volt
' bus 22 volt
' bus 23 volt V bus_29 volt
'V bug 24 volt V bus_39 volt

Faults

Vbus_27 volt

Figure 3.4 Console subsystem
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From each slave subsystem the required analog signals are directed to the output ports of
the OP5600 HILBox simulator. These signals are phase A voltage from all the generators as well
as selected load buses. The voltage signals from the generating station is required to calculate the
frequency at the Centre of inertia (COI) and to compute the disturbance power based on the rate
of change of frequency of generators.

The IEEE 39-bus system model was built successfully using Matlab Simulink and then
imported every time by OPAL-RT RT Lab software for real time simulation. The system is

simulated in real-time using eMEGAsim Real-Time Digital Simulator with zero overruns.

3.2 Equipment for the Implementation
1. eMEGAsim Real-Time Digital Simulator OP5600 HILBox OPAL-RT System.
2. Three F6350 Doble Amplifiers.
3. Three SEL-2407 GPS clocks.
4. Seven SEL-487E relays used as PMUs.
5. Six SEL-411L relays used as PMUs.
6. SEL-3387 SVP.

7. Three Ethernet switches used to connect all devices in one LAN.

3.3 Software for the Implementation
1. RT lab and Matlab Simulink.
2. SEL-5030 ACSELERATOR QuickSet® software.
3. SVP configurator.
4. Synchrowave central admin for real time PMU visualization.
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5. F6 Doble control configurator.

3.4 Amplifiers

Since the OP5600 HILBox real time digital simulator generates a maximum of 16V in the
analog output port, and the relay nominal voltage is rated at 66.39 V, line to ground voltage, an
amplifier is required to amplify the voltage signals to the relay voltage levels.

In the Matlab model the transmission voltage level is set to 345kv (L-L) and 22kv (L-L)
for the generators. These values are virtual values to be used in the simulation. However, to
perform HIL test, the simulator should send these signals to the analog output port, and before
sending them a gain block should be inserted to bring these high voltage levels down to the
simulator 1/O port voltage limit.

In RT lab a gain value of 5.931/199185 is used to get a 5.93 V at the simulator output
port for the load buses. However, for the generator buses, a gain value of 5.931/11500 is used to
get a 5.93 V at the simulator output port. To raise the low level voltage signals at the simulator
analog output port to the relay secondary rated voltage level Doble amplifiers with amplification
ratio of 6.7/75 are used.

In order to configure the amplifier, F6 Multiple Amplifier Configurator software was
used. The software is installed in one computer. All amplifiers along with the computer were
connected in one Ethernet network to help making the configuration process of each amplifier
flexible and easy.

F6350 amplifiers have the capability of amplifying both low level voltage and current
signals, using different and multiple amplification ratios, for both voltage and current. It has the
capability to amplify up to 6 low level voltage as well as current signals. In this study, only
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voltage sources channels were used, consequently, the amplifiers were configured to amplify
only low level voltages. Therefore, six voltages and currents (6V & 6l) sources in the F6

Multiple Amplifier Configurator software are chosen with current sources set to off.

Slot2A1 Slot1 A1 Low Level Signal

A8

Amplified Signal

Slot1 A2

Figure 3.5 Connections between eMEGAsim analog outputs-Amplifier-Relays.
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3.5 SEL-487E and 411L Relays

State of the art protective relays from Schweitzer engineering laboratories (SEL) which
have the built in PMU functionality are used in this study. The relays used are SEL 487E Station
Phasor Measurement Unit and 411L Protection Automation Control. The words relay and PMU
are used interchangeably throughout this study.

Since SEL PMUs are usually incorporated as a function in a multifunction
microprocessor protective relay, all the protection elements such as overcurrent, distance and
differential, in the SEL relays were disabled and only PMU function was activated. A setting file
which includes the required setting for the PMU function was created for each PMU using SEL
SEL-5030 ACSELERATOR QuickSet® software.

In this study, the relays were connected in local area network (LAN), and SEL-5030
ACSELERATOR QuickSet® software is installed in one PC. The PC was used to send/read the
setting file to/from the relays. However, for documentation purposes, in each station a database
containing the setting files for the relays was created. This provides flexibility and easiness for
setting changes.

One significant advantage of the PMU is that it has the capability to calculate the rate of
change of frequency of the analog signal and send it to upper control center. The SEL-487E and
SEL411L automatically includes the frequency and rate-of-change-of frequency in the
synchrophasors messages.

In this study, a total number of 13 PMUs were used. Therefore, to provide a GPS signal
for all PMUs, two SEL-2407 and SEL-2401 GPS clocks were used. Each clock provides up to 6

channels, IRIG-B, outputs which provide reference signals for six PMUs. Additionally, the SVP
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itself has the capability of providing one IRIG-B output signal which could be used as an IRIG-B

input for one PMU.

3.5.1 PMU Function Setting

3.5.1.1 Global Setting

General system properties, such as nominal frequency and phase rotation, was set along

with station as well as relay identifier. The nominal frequency is very important for PMU

application because PMU sampling and message rate depends on the nominal frequency of the

system. Figure 3.6 shows the general setting for the PMU used for PMU located at bus L8.

)=

%] AcSELerator® QuickSet -

File Edit View Communications Tools Windows Help Language
6EGBIH| BR|00|R|er|(om|zE o
-0 Aliazes -
4.0 Global General Global Settings
@ [General Global Se _ _
.- @ Contral Inputs SID Station Identifier (40 characters)
-2 Freguency Source L3
<2 Settings Group Se ]
.- @ Synchronized Pha RID Relay Identifier (40 characters)
L@ Time and Date Mg | Relay 1
-2 Data Aeset Contre )
-0 Global DNF Settin MFREQ Mominal System Frequency (Hz)
.- O Monitar |60 v | Select: 50, 60
> 10 Group Settings
.- @ Automation Logic PHROT System Phase Rotation
@ Outputs [Aac v] Select: ABC, ACB
» 12 Front Panel
» -2 Report
» (2 Port Settings
10 DMP Maps
-0 Motes
i (0 Bay Contral

Figure 3.6 PMU global setting
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However, it is necessary to enable the PMU functionality in the PMU setting file first in
order for the relay to operate as a PMU. If PMU functionality is disabled, the SEL 5030 SEL-
5030 ACSELERATOR QuickSet® software does not allow setting of the other PMU
parameters. For synchrophasor protocol setting, IEEE C37.118 message format is used for all
PMUs.

For the PMU application a fast response, F, setting is used. This means that the relay uses
a high frequency digital filter to filter the measurement samples. The number of phasor data
configurations was set to two, the first PMU is used to send the phasors to SVP, and the second
one is used to send phasor measurements to Synchrowave central admin software for
visualization purposes and comparison of the results.

Determining PMU frequency application setting is required because the rate of change of
frequency calculation is dependent on it. Therefore, for PMU frequency application a setting of S
used for smooth frequency application in which 9 cycles of data used for the rate of change of
frequency calculation.

Frequency-Based Phasor Compensation (PHCOMP) is enabled, which activates the
algorithm that compensates for the magnitude and angle errors of synchrophasors for frequencies
that are off nominal (SEL-Inc, 2012). All PMUs were set to send only positive sequence voltage

in the phasor data set. General settings for the PMUs are shown in figure 3.7.
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Figure 3.7 PMU general setting

In the phasor data configuration setting, unique station name was used for each PMU.

Additionally, each PMU should have a unique hardware identifier ID, and this identifier in the

PMU setting file and in the SVP configuration setting should match each other. Figure 3.8 shows

a setting parameters used for phasor data configuration utilized in this study.
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used. This allows the PMU to send synchrophasor packets to the SVP as well as receiving
remote bit from the SVP using the same transport channel. This is required because the SVP can
only send the control commands using UDP_T or UDP_S transport schemes. On the other hand,
the PMUs located at the generator buses, were set to use transmission control protocol (TCP)
transport scheme. As each PMU has a unique PMU ID, port number, and IP address, the SVP

assigns each PMU measurements accordingly. Figure 3.9 shows communication port setting for
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Figure 3.8 Phasor data configuration

3.5.1.2 Communication Port Setting

load bus PMU.
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For PMUs located in the load buses user datagram protocol (UDP_T) transport scheme was
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Figure 3.9 PMU port setting
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3.6 SVP Program

In this implementation, the SVP represents the central processing unit and contains the
load shedding algorithms. The SVP Configurator software is used to connect to the SVP
hardware, and it is used also to load and run the program in the SVP. The SVP is programmed to
collect the measurements from all PMUs, time aligns these measurements and uses them to

assess the system frequency.

3.6.1 Adaptive UFLS Main Program

The adaptive UFLS program is written in the SVP using IEC 6113-3 programmable logic
controller standard language. When the simulation is running, the program starts recording the
healthy voltages of the load buses, and continuously calculates the COI frequency.

The frequency from each generator is required to calculate the frequency at the center of
inertia COI. At normal operating conditions this should be equal to system frequency. When
there is a disturbance condition, such as generator outage, the COI should be recalculated with
the generator taken out is excluded.

The COI for the IEEE39-bus system is continuously calculated in real time in the SVP,
using the frequencies sent by the PMUs located in the generator buses. In this study, the
disturbance which causes underfrequency condition was selected to be generator outage. Thus,
when one generator tripped off, the rest of the system generators try to share the disturbance
power between them depending on their rating, inertia and location from the disturbance area.

When the disturbance is introduced, the COI frequency starts to decline. Therefore, the

COl is used in the SVP program as triggering criteria to enable the recording of the generators
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rate of change of frequency as well as the load bus voltages at the disturbance moment. Simply,

this is achieved by comparing the COI to a frequency of 59.95 Hz as shown in figure 3.10.

g
FCOI
H1 FCOIHEEAE
| R_487E_G1.FREQ=59.47412 F1
| H2
‘ R_487E_GZ FREQ=59.4319 FZ
| H3
| R_487E_G3FREQ=59.43198 F3
| H4
| R_411L_G4 FREQ=59.43145 F4
| Hg
| R_411L_G5FREQFT4.58472 Fa When the COI frequency is less
‘ H than 59.95 Hz, recording is
‘ R_411L_GE FREQ=58.4302 FB enabled.
| H7
| F_411L_G7 FRECQ=59.47994 F7
| Ha
‘ R_487E_GA FREQ=59 4796 F3
| HY
| F_411L_GA.FREQ=59.47955 F9
| H10
| R_411L_G10.FREQ=58.47908 F10

Figure 3.10 COI frequency calculation in the SVP program

When the disturbance is initiated, the rate of change of frequency for each generator is
recorded for one second. This valuable information is used to compute the disturbance power for

each generator, and by adding them the total disturbance power is obtained.
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After the disturbance power is computed, the SVP distributes the disturbance power
among the load buses. The algorithm uses the voltage dip information from the load buses to
distribute the shed power between them adaptively i.e. the load bus near the disturbance should
share the larger amount of power to be shed. This is performed by ranking the load buses based
on their voltage dip. The load bus with higher voltage dip shares the larger amount of power to
be shed.

The voltages of the load buses before disturbance were recorded in matrix to be used later
for voltage dip calculation. When the disturbance is initiated by opening the generator circuit
breaker, the recording of the voltages at the disturbance is enabled, and at the same time, the
recording of the normal voltages is disabled. The average for the healthy voltages as well as
voltages after the disturbance is calculated for each load bus. Finally, a voltage dip for each load
bus is calculated using equation (2.5).

After the computation of the amount of power to be shed, and its distribution among the
load buses is completed, an actual trip signal should be sent. Firstly, from the SVP to the load
bus’s PMU over the Ethernet if load shedding is issued to it, and secondly, from the PMU output
contact to the associated digital input of the OPAL-RT eMEGAsim real time digital simulator.
Then, the signal is directed to the specified load bus circuit breaker feeder in order to open the
circuit breaker and shed the load from the bus.

Each load block is assumed to be divided to a number of feeders, each one of them has its
own circuit breaker. The number of feeders, and consequently circuit breakers should be kept as
minimum as possible because RT Lab software requires a maximum of 12 switches per one
subsystem. Therefore, it is necessary to have small number of switches in the model to avoid
overruns when simulating in real time.
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The output contacts: OUT201, OUT202, and OUT203 in the PMU setting file for each
load bus, was programmed to receive three remote bits RB01, RB02 and RBO3 respectively.
Each remote bit is assigned to one circuit breaker feeder.

When the SVP activates the remote bit(s), the associated output contact(s) is/are closed,
the output contact(s) is/are wired to the digital input port of the OPAL-RT real time digital
simulator, and once the digital input signal(s) is/are activated the associated circuit breaker(s)
is/are opened to shed the load. In order to clear the remote bit after load shedding is achieved, a

fast operate clear function should be used.

3.7 Station Setup and Local Area Network

Since the Smart Grid and protection laboratory is equipped with state of the art
equipment, a Local Area Network (LAN) was established to connect all the intelligent electronic
devices (IEDs) used in one network using Ethernet switches. The purpose of this is to emulate
the actual modern substation environment. All equipment in the lab OPAL-RT eMEGAsim real
time digital simulators, desk top PCs, Doble Amplifiers, SEL PMUs and SEL 3378 SVP, have
the capability of communication through Ethernet.

The total number of PMUs used in this study was 13 PMUs. There were 10 PMUs
located at generators buses, and these were required to send phasor voltage and rate of change of
frequency in real time from each generator in the system. On the other hand, due to availability
of limited number of PMUs, only three candidate load buses were considered for the load
shedding, and hence, three PMUs were located at load bus 4, 21, and 27.

The actual station layout consists of three stations, station 1 which contains five
generator’s PMUs, G1, G2, G3, G8 and G10 in addition to two load buses PMUs, L4 and L27.
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This station is equipped with 2 Doble Amplifiers which give 12 analog voltage signals. The
eMEGAsiIm real time simulator is installed in this station.

Station 2 contains three generators PMUs, G4, G5 and G7 in addition to one load bus
PMU L21. On the other hand, station 3 contains two generators PMUs, G6 and G9. This station
is equipped with one Doble Amplifier which is used also for PMUs in station 2. The three

stations were connected in one LAN network.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1 Adaptive UFLS Results

Different disturbance scenarios were applied in order to test the adaptive UFLS
algorithm. To create the underfrequency disturbance conditions, only one generator was tripped
off each time. A brief description of each generator outage case is given in the following
sections.

Before running real time simulation, load flow and machine initialization were performed
using Matlab Simulink. The model was built, loaded and ran successfully in OP5600HILBox
real time simulator with zero overruns.

As mentioned earlier in section 3.1, the console subsystem allows performing control
actions, such as tripping off generators or applying faults on the model while the simulation is
running in real time. Each generator in the IEEE39-bus system has a circuit breaker, the control
for this circuit breaker is accessible through console subsystem in the RT Lab software. The
generator outage was performed in real time, while the simulation was running through the
opening of the generator circuit breaker from the console subsystem.

In order to capture the pre-disturbance and post disturbance values for the frequency, rate
of change of frequency, and voltages of the load buses, the writing to Matlab file process should
be enabled before opening the generator circuit breaker. The disturbance power is then computed

in Matlab using the rate of change of frequency data.
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Each time load shedding was required, the SVP sent remote bits over the Ethernet to the
selected load bus(es) relay, and accordingly the relay closed the associated output contact(s).
when the contact(s) closed, the associated digital input pin(s) of the simulator is/are activated.
Finally, the RT lab software directed the signal(s) at the digital input port to the associated feeder
circuit breaker in the model, and consequently, the load was shed in real time to bring the system
frequency back to a stable level.

Three generators were selected to be taken out. Therefore, three test cases were
performed. In each case a generator outage is performed in real time. The SVP operation, PMUs,
output contacts status, and simulator digital input port pins status were monitored, and the results
were obtained for each case. Furthermore, for each case the amount of disturbance power
calculated by Matlab and SVP was obtained, also the relay event files were retrieved for post

disturbance analysis.

4.1.1 Test Case 1: Generator 5 Outage
Generator 5 was tripped off in real time, by opening its circuit breaker from the console
subsystem. Directly after opening the breaker, the power generated from G5 dropped to zero and
its speed increased above 1 P.U. From load flow results, G5 generates 508 MW during normal
operating conditions before the disturbance.
Also directly after G5 outage instant, the COIl frequency decreased. Therefore, the
recording of disturbance power from each generator as well as voltages in the load buses after

disturbance is enabled in the SVP program.
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For each generator the rate of change of frequency is recorded by RT Lab using OpWrite
block as shown in figure 4.1. The file is saved as a Matlab file and imported after real time

simulation is stopped for post disturbance analysis.

CpivritaFile
8o growp 20

i
*

B_LE_Ud_ 03 Sigrah

Rate of change of frequency

"—----"-.

Figure 4.1 Rate of change of frequency recording in RT Lab

Using equation (2.2) the total disturbance power was calculated and plotted by Matlab.

Figure 4.2 shows the total disturbance power when G5 was lost. As shown the total disturbance

power, initially after the disturbance, calculated by Matlab was 314 MW.
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Figure 4.2 Total disturbance power recorded in Matlab for case 1

On the other hand, the SVP estimated the total disturbance power using equation (2.2) to

be 312 MW as shown in figure 4.3
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Figure 4.3 Total disturbance power estimated by the SVP for case 1
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Figure 4.4 shows voltage dip as well as shed power, for load buses, recorded by the SVP

program when G5 was tripped off. In this case, load bus 21 had the highest voltage dip.

Therefore, it shared the largest amount of power to be shed, and this is because it is located near

the disturbance location.
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Figure 4.4 VVoltage dip and shed power for each load bus

recorded by the SVP for case 1
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Based on the voltage dips recorded, the SVP shed the load as shown in table 4.1.

Table 4.1 Adaptive UFLS Results for Case 1

Bus 4 Bus 21 Bus 27
Vdip | MW shed | V dip | MW shed | V dip | MW shed
% % %
1.3 86 1.88 123 1.57 103

When G5 was tripped off, the system frequency dropped to less than 57.4 Hz when no

load shedding was applied as shown in figure 4.5.
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Figure 4.5 Frequency response without load shedding for case 1
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On the other hand, when adaptive UFLS was applied, the SVP started to shed the load
instantaneously when the system frequency dropped below 59.5 Hz and consequently, system

frequency recovered as shown in figure 4.6.
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Figure 4.6 Frequency response with adaptive UFLS for case 1

When conventional UFLS scheme was used to recover system frequency, the frequency
response showed a higher overshoot compared to adaptive UFLS as shown in figure 4.7. This is
because the amount of power to be shed in this case was higher than what SVP estimated in the

adaptive UFLS scheme.
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Figure 4.7 Frequency response with conventional UFLS for case 1

4.1.2 Test Case 2: Generator 6 Outage
Generator 6 was tripped off in real time, by opening its circuit breaker from console
subsystem. Directly, after opening the breaker, the power generated from G6 dropped to zero,
and its speed increased above 1 P.U. From the load flow result, G6 generates 750 MW during
normal operating conditions before the disturbance.
Similarly, using equation (2.2) the total disturbance power was calculated and plotted by
Matlab. Figure 4.8 shows the total disturbance power when G6 was lost. As shown the total

disturbance power, initially after the disturbance, calculated by Matlab was 540 MW.
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Figure 4.8 Total disturbance power recorded in Matlab for case 2

On the other hand, the SVP estimated the total disturbance power using equation (2.2) to

be 557 MW as shown in figure 4.9
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Figure 4.9 Total disturbance power estimated by the SVP for case 2
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Figure 4.10 shows voltage dip as well as shed power, for load buses, recorded by the SVP
program when G6 was tripped off. Also in this case, load bus 21 had the highest voltage dip.
Therefore, it shared the largest amount of power to be shed, and this is because it is located near

the disturbance location.
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Figure 4.10 Voltage dip and shed power for each load bus

recorded by the SVP for case 2

Based on voltage dips recorded, the SVP shed the load as shown in table 4.2.

Table 4.2 Adaptive UFLS Results for Case 2

Bus 4 Bus 21 Bus 27
Vdip | MW shed | Vdip | MW sshed | Vdip | MW shed
% % %
2.7 140 4.9 246 34 172
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When G6 was tripped off, the system frequency dropped to less than 55.8 Hz when no

load shedding was applied as shown in figure 4.11.
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Figure 4.11 Frequency response without load shedding for case 2

On the other hand, when adaptive UFLS was applied, the SVP started to shed the load

instantaneously when the system frequency dropped below 59.5 Hz and consequently, system

frequency recovered as shown in figure 4.12.
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Figure 4.12 Frequency response with adaptive UFLS for case 2

When conventional UFLS scheme was used, to recover system frequency, the frequency
response showed a higher overshoot compared to adaptive UFLS as shown in figure 4.13. This is
because the amount of power to be shed in this case was higher than what SVP estimated in the

adaptive UFLS scheme.
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Figure 4.13 Frequency response with conventional UFLS for case 2

4.1.3 Test Case 3: Generator 8 Outage
Generator 8 was tripped off in real time, by opening its circuit breaker from console
subsystem. Directly, after opening the breaker, the power generated from G8 dropped to zero,
and its speed increased above 1 P.U. From the load flow result, G8 generates 660 MW during
normal operating conditions before the disturbance.
Similarly, using equation (2.2) the total disturbance power was calculated and plotted by
Matlab. Figure 4.14 shows the total disturbance power when G8 was lost. As shown the total

disturbance power, initially after the disturbance, calculated by Matlab was 376 MW.
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Figure 4.14 Total disturbance power recorded in Matlab for case 3

On the other hand, the SVP estimated the total disturbance power using equation (2.2) to

be 394 MW as shown in figure 4.15
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Figure 4.15 Total disturbance power estimated by the SVP for case 3
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Figure 4.16 shows voltage dip as well as shed power, for load buses, recorded by the SVP
program when G8 was tripped off. In this case, load bus 27 had the highest voltage dip.
Therefore, it shared the largest amount of power to be shed, and this is because it is located near

the disturbance location.
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Figure 4.16 Voltage dip and shed power for each load bus

recorded by the SVP for case 3

Based on the voltage dip recorded, the SVP shed the load as shown in table 4.3.

Table 4.3 Adaptive UFLS Results for Case 3

Bus 4 Bus 21 Bus 27
V dip | MW shed | Vdip | MW shed | V dip | MW shed
% % %
1.8 100 2.3 125 3 168
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When G8 was tripped off, the system frequency dropped to less than 56.1 Hz when no

load shedding was applied as shown in figure 4.17.
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Figure 4.17 Frequency response without load shedding for case 3

On the other hand, when adaptive UFLS was applied, the SVP started to shed the load

instantaneously when the system frequency dropped below 59.5 Hz and consequently, system

frequency recovered as shown in figure 4.18.

59



60.4

60.2—

60—

Frequency (Hz)
3
oo
I

3]

©

o
I

59.2—

[ [ [ [ [ [

59
260

280 300 320 340 360 380
Time (sec)

Figure 4.18 Frequency response with adaptive UFLS for case 3
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When conventional UFLS scheme was used to recover system frequency, the frequency

response was very similar to the adaptive UFLS frequency response as shown in figure 4.19.

This is because the amount of shed power was slightly higher than what SVP estimated in the

adaptive UFLS scheme.
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Figure 4.19 Frequency response with conventional UFLS for case 3

4.2 Discussion

The disturbance power recorded by Matlab and disturbance power calculated by the SVP
were slightly different. This is because the Matlab calculated disturbance power directly from the
initial rate of change of frequency recorded in RT Lab from real time simulation. On the other
hand, the SVP calculated the disturbance power from the rate of change of frequency sent by the
PMUs. The SVP was programmed to record the initial rate of change of frequency directly after
the disturbance, and then the disturbance power from each generator was computed and
recorded. Finally, the SVP added the disturbance power from each generator to calculate the total
disturbance power. Table 4.4 shows a comparison between the amount of shed power calculated

by the SVP and Matlab.
61



Table 4.4 Comparison between Disturbance Power Computed by Matlab and SVP

Case number Generator output Matlab Shed SVP shed power
power MW power (MW) (MW)
Case 1: G5 out 574 314 312
Case 2: G6 out 508 540 557
Case 3: G8 out 350 376 394

Another reason for difference in disturbance power calculation is that, the PMUs
frequency application is set to S, smooth, in this case the PMUs use 9 cycles of data for the rate
of change of frequency calculation, while in Matlab it is calculated point by point in real time.
Also the disturbance power calculated by the SVP depends on the PMUs accuracy and the
message rate used.

Moreover, a trigger is required in order to enable the recording of disturbance power as
well as the voltages after the disturbance, and the trigger is set to be a frequency of 59.95 Hz
which is slightly less than, 60Hz, system frequency. Therefore, this trigger inserts a small time
delay before SVP starts recording, thus, it starts recording after a small time of the disturbance
instant, contrary, Matlab starts the recording directly after the disturbance instant.

In all test cases, the adaptive UFLS scheme distributed the shed power among the load
buses according to their voltage dips, and therefore, in each case the bus with higher voltage dip
shared the larger amount of shed power than the others. On the other hand, the conventional
UFLS scheme shed larger amount of power than SVP shed power in all cases, it shed half of the
load at each load bus considered for load shedding when the frequency is less than 59.5 Hz, 59.1

Hz for first and second stage respectively. In addition to that, it caused frequency overshoot
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especially in case 2 when G6 was lost, the frequency jumped up to 60.6 Hz because the shed

power was very high compared to the required amount to be shed to recover system frequency

without overshooting.

Table 4.5 Comparison of the Amount of Shed Power between Conventional UFLS and Adaptive

UFLS

Case number

Generator output

Conventional UFLS

Adaptive UFLS shed

power (MW) shed power (MW) power (MW)
Case 1: G5 out 508 528 (1 stage) 312
Case 2: G6 out 750 998 (2 stages) 557
Case 3: G8 out 660 528 (stage) 394

The results obtained for adaptive UFLS scheme showed that, the algorithm worked as it

is expected to shed the load adaptively, and monitored the system frequency until its back to its

normal value. Furthermore, the results obtained for the adaptive UFLS is very similar to the ones

obtained in (Abd Elwahid, 2013), and it validated the operation of the algorithm on larger power

system.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

The main aim of this study was to test and evaluate the performance of the actual PMUs
when the adaptive UFLS scheme, developed in (Seethalekshmi et al., 2011), is implemented on
them. Additionally, it also aimed to validate the results obtained in (Abd Elwahid, 2013) for
adaptive UFLS algorithm, and test the response of the algorithm on a system which is larger than
the IEEE9 bus WSCC system. IEEE39-bus system has been selected as platform for hardware in
the loop testing, and the IEEE39-bus system model has been built and loaded successfully in
OPAL-RT OP5600 HILBox for real time simulation.

Real time measurements are crucial for implementing the adaptive UFLS. In this study,
actual PMUs from SEL were used to provide these real time measurements. The frequency and
rate of change of frequency were sent in real time from PMUs located at generator buses to the
SVP, using high speed Ethernet cable, to compute the disturbance power in real time.
Furthermore, the voltage magnitudes for both pre-disturbance and during disturbance states were
recorded to be used for voltage dip calculation which is required for distribution of power to be
shed adaptively.

Since the load shedding decision is intended to be based on real time measurements,
communication latency should be very small. Furthermore, if the communication link fails the
PMUs will no longer be able to send synchrophasors measurements to the central control unit
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and the load shedding scheme will fail. However, to avoid system failure in this case, a

redundant communication link is suggested but this will increase the cost.

5.2 Future Work

Developing a model of large interconnected power system, such as IEEE39-bus system,
in real time digital simulator was one of the major objectives of this study. This model could be
used as a test-bed for research purposes. Moreover, the model could be used for performing
research on renewable energy integration, voltage collapse phenomena, and WAMPC
applications. Additionally, it could be used as test-bed for conducting experiments, for students
and for dynamic relay testing using real time digital simulator.

Generally, PMUs Placement algorithm is required to locate the PMUs in an optimum way
to reduce the costs. Given that the IEEE39-bus system is relatively small, locating the PMUs in
the weak buses, using stability studies, is justifiable. However, for larger systems optimization of
PMUs placement is required. In the future, PMUs placement algorithm could be used in IEEE39-
bus system.

The Smart Grid and protection laboratory at the university of Tennessee at Chattanooga
is equipped with large number of relays’/PMUs from SEL, which have the capability of
communication through IEC 61850 protocol. These relays along with the eMEGASIm real time
simulator could be used to perform research on the IEC 61850 standard. Other protective relays
from ABB and GE could also be used to emulate stations with relays from different

manufacturers.
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The data of IEEE39-bus system is shown in the following tables.

Table A.1 Transmission lines data on 100 MV A system base

From ToBus | R1(pu) | X1 (pu) B1 (pu)
Bus
1 2 0.0035 | 0.0411 0.6987
1 39 0.001 0.025 0.75
2 3 0.0013 | 0.0151 0.2572
2 25 0.007 0.0086 0.146
3 4 0.0013 | 0.0213 0.2214
3 18 0.0011 | 0.0133 0.2138
4 5 0.0008 | 0.0128 0.1342
4 14 0.0008 | 0.0129 0.1382
5 6 0.0002 | 0.0026 0.0434
5 8 0.0008 | 0.0112 0.1476
6 7 0.0006 | 0.0092 0.113
6 11 0.0007 | 0.0082 0.1389
7 8 0.0004 | 0.0046 0.078
8 9 0.0023 | 0.0363 0.3804
9 39 0.001 0.025 1.2
10 11 0.0004 | 0.0042 0.0729
10 13 0.0004 | 0.0042 0.0729
13 14 0.0009 | 0.0101 0.1723
14 15 0.0018 | 0.0217 0.366
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15 16 0.0009 | 0.0094 0.171
16 17 0.0007 | 0.0089 0.1342
16 19 0.0016 | 0.0195 0.304
16 21 0.0008 | 0.0135 0.2548
16 24 0.0003 | 0.0059 0.068
17 18 0.0007 | 0.0082 0.1319
17 27 0.0013 | 0.0173 0.3216
21 22 0.0008 0.014 0.2565
22 23 0.0006 | 0.0096 0.1846
23 24 0.0022 0.035 0.361
25 26 0.0032 | 0.0323 0.513
26 27 0.0014 | 0.0147 0.2396
26 28 0.0043 | 0.0474 0.7802
26 29 0.0057 | 0.0625 1.029
28 29 0.0014 | 0.0151 0.249
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Table A.2 Data of dynamic parameters used for generators model

Unit # Rating H (sec) Xd (pu) | Xg(pu) | Xd'(pu) | Xq'(pu) Xd" Xl =Xo
(MVA) =Xq" (pu)
(pu)
Gl 6667 | 7.499625 | 1.3334 | 1.26673 | 0.40002 | 0.53336 0.2 0.003
G2 574 5.278746 | 1.6933 1.61868 | 0.400078 0.967 0.2 0.035
G3 753 4.754316 | 1.878735 | 1.78461 | 0.399843 | 0.659628 0.2 0.03
G4 917 3.118866 | 2.40254 | 2.36586 | 0.399812 | 1.52222 0.2 0.03
G5 520 8.58 3.484 3.224 0.6864 0.8632 0.343 0.054
G6 800 4.35 2.032 1.928 0.4 0.6512 0.2 0.022
G7 816 3.235294 | 2.4072 2.38272 | 0.39984 | 1.51776 0.2 0.032
G8 702 3.461538 | 2.0358 1.9656 | 0.40014 | 0.639522 0.2 0.028
G9 850 4.058824 | 1.7901 1.7425 0.4845 0.49895 0.242 0.03
G10 1290 | 3.255814 1.29 0.8901 0.3999 0.1032 0.2 0.013
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Table A.3 Dynamic time constants and resistances of all machines

Unit # Rating (MVA) | Td,' (sec) | Tq,' (sec) | Tdy" (sec) | Tqe'" (sec) | Ra (%) | R2 (%) | RO (%)
Gl 6667 7 0.7 0.03 0.04 0.5 5 1
G2 574 6.56 1.5 0.03 0.04 0.5 5 1
G3 753 5.7 1.5 0.03 0.04 0.5 5 1
G4 917 5.69 1.5 0.03 0.04 0.5 5 1
G5 520 54 0.44 0.03 0.04 0.5 5 1
G6 800 7.3 0.4 0.03 0.04 0.5 5 1
G7 816 5.66 1.5 0.03 0.04 0.5 5 1
G8 702 6.7 0.41 0.03 0.04 0.5 5 1
G9 850 4.79 1.96 0.03 0.04 0.5 5 1
G10 1290 10.2 0.2 0.03 0.04 0.5 5 1
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Table A.4 Exciters Data for all generators (IEEE type-1 exciter model)

Unit# TR(s) KA TA(s) KE TE(s) KF TF(s) EFmin EFmax Kp
(pu) (pu)
Gl 20e-3 8.5 0.05 1 0.36 0.12 0.36 -8 8 0
G2 20e-3 19.6 0.017 1 0.36 0.12 0.36 -8 8 0
G3 20e-3 15.6 | 0.0487 1 0.36 0.12 0.36 -8 8 0
G4 20e-3 40 0.05 1 0.36 0.12 0.36 -8 8 0
G5 20e-3 25 0.03 1 0.36 0.12 0.36 -8 8 0
G6 20e-3 40 0.05 1 0.36 0.12 0.36 -8 8 0
G7 20e-3 25 0.02 1 0.36 0.12 0.36 -8 8 0
G8 20e-3 25 0.02 1 0.36 0.12 0.36 -8 8 0
G9 20e-3 30 0.01 1 0.36 0.12 0.36 -8 8 0
G10 20e-3 40 0.03 1 0.36 0.12 0.36 -8 8 0
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Table A.5 Governor data for all generators (IEEE type-1 governor model)

Unit# | KA | TA(s) | gmin | Gmax (pu) | Vgmin Vgmax Rp Kp KI | Kd| Td | beta | Tw(s)
(pu/s)
G1 3.3 25 0.01 0.98 -0.1 0.1 005 (12011 0 |0.01 0 2.67
G2 3.3 | 6.67 | 0.01 0.98 -0.1 0.1 0.039 (1.2 |0.11| 0 | 0.01 0 2.67
G3 3.3 5 0.01 0.98 -0.1 0.1 0.032 (1.2 |0.11| 0 | 0.01 0 2.67
G4 3.3 5 0.01 0.98 -0.1 0.1 0.032 (1.2 |0.11| 0 | 0.01 0 2.67
G5 3.3 20 0.01 0.98 -0.1 0.1 0.023 | 1.2 |0.11| O | 0.01 0 2.67
G6 3.3 5 0.01 0.98 -0.1 0.1 0.032 (1.2 011 | 0 |0.01 0 2.67
G7 3.3 2 0.01 0.98 -0.1 0.1 0.03 (12011 0 |0.01 0 2.67
G8 3.3 2 0.01 0.98 -0.1 0.1 0.03 (12011 0 |0.01 0 2.67
G9 3.3 10 0.01 0.98 -0.1 0.1 0.035 1.2 |0.11| 0 |0.01 0 2.67
G10 |33 | 1.82 | 0.01 0.98 -0.1 0.1 0.035 (12 |0.11| 0 |0.01 0 2.67
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Table A.6 Transformers data

From To X/R ratio 7% L (pu) R (pu) X (pu) T Voltage | Winding
bus bus rating (KV) ratio (pu)
(MVA)
2Yg 30A 181 24.44668 | 0.000648 | 0.00135 | 0.24446 | 1419 | 353.625 1.025
6Yg 31A 250 13.78734 | 0.000366 | 0.00055 | 0.13787 | 631.4 | 369.15 1.07
10Yg 32A 200 14.46957 | 0.000384 | 0.00072 | 0.14469 | 828.3 | 369.15 1.07
11A 12Yg| 27.1875 4.73129 | 0.000125 | 0.00174 | 0.04728 110 347.07 1.006
12Yg 13 A| 27.1875 4.73129 | 0.000125 | 0.00174 | 0.04728 110 347.07 1.006
19Yg 20A| 19.71429 | 1.352752 | 3.58E-05 | 0.00069 | 0.01351 110 365.7 1.06
19Yg 33 A| 20.28571 | 13.26355 | 0.000351 | 0.00653 | 0.13248 | 1068.1 | 369.15 1.07
20Yg 34 A 20 10.12578 | 0.000268 | 0.00506 | 0.10113 | 572 348.105 1.009
22Yg 35A 143 11.97793 | 0.000318 | 0.00084 | 0.11978 | 880 353.625 1.025
23Yg 36 A 54.4 24.41884 | 0.000648 | 0.00449 | 0.24415 | 897.6 345 1
25Yg 37 A| 38.66667 | 18.14533 | 0.000481 | 0.0047 | 0.18139 | 772.2 | 342.861 | 0.9938
29Yg 38A 19.5 13.90141 | 0.000368 | 0.00712 | 0.13883 | 935 353.625 1.025
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Table A.7 Steady state data for load and generator required for load flow

Bus# Bus type Voltage (PU) Load Load Generator Generator
(MW) | (MVAR) (MW) (MVAR)

1 PQ -

2 PQ -

3 PQ - 322 2.4
4 PQ - 500 184
5 PQ -

6 PQ -

7 PQ - 233.8 84
8 PQ - 522 176
9 PQ -

10 PQ -

11 PQ -

12 PQ - 7.5 88
13 PQ -

14 PQ -

15 PQ - 320 153
16 PQ - 329 323
17 PQ -

18 PQ - 158 30
19 PQ -

20 PQ - 628 103
21 PQ - 274 115
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22 PQ -

23 PQ - 247.5 84.6

24 PQ - 308.6 -92

25 PQ - 224 47.2

26 PQ - 139 17

27 PQ - 281 75.5

28 PQ - 206 27.6

29 PQ - 283.5 26.9

30 PV 1.0475 370
31 PV 0.9820 9.2 4.6 swing
32 PV 0.9831 650
33 PV 0.9972 632
34 PV 1.0123 508
35 PV 1.0493 650
36 PV 1.0635 560
37 PV 1.0278 540
38 PV 1.0265 830
39 PV 1.0300 1104 250 1300
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