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ABSTRACT 

Periciliary liquid (PCL) is a critical component of the respiratory system for 

maintaining mucus clearance. As PCL homeostasis is affected by evaporation and 

mechanical forces, which are in turn affected by various breathing conditions, lung 

morphology and ventilation distribution, the complex process of PCL depth regulation in 

vivo is not fully understood. We propose an integrative approach to couple a thermo-fluid 

computational fluid dynamics (CFD) model with an epithelial cell model to study the 

dynamics of PCL depth using subject-specific human airway models based on multi-

detector row computed-tomography (MDCT) volumetric lung images. 

 The thermo-fluid CFD model solves three-dimensional (3D) incompressible 

Navier-Stokes and transport equations for temperature and water vapor concentration with 

a realistic energy flux based boundary condition imposed at airway wall. A corresponding 

one-dimensional (1D) thermo-fluid CFD model is also developed to provide necessary 

information to the 3D model. Both 1D and 3D models are validated with experimental 

measurements, and the temperature and humidity distributions in the airways are 

investigated.  Correlations for the dimensionless parameters of Nusselt number and 

Sherwood number are proposed for characterizing heat and mass transfer in the airways. 

As one of the key applications of the thermo-fluid CFD model, the water loss rates in the 

both 1D and 3D airway models are studied. It is found that the secondary flows formed at 

the bifurcations elevate the regional heat and mass transfer during inspiration and hence 

the water loss rate, which can only be observed in the 3D models. Among the three human 

airway models studied in both 1D and 3D, little inter-subject variability is observed for the 

distributions of temperature and humidity. However, the inter-subject variability could be 

dramatic for the distribution of water loss rate, as it is greatly affected by airway diameter 

and regional ventilation.   
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A method is proposed to construct an ion-channel conductance model for both 

normal and cystic fibrosis (CF) epithelial cells, which couples an existing fluid secretion 

model with an existing nucleotide and nucleoside metabolism model (collectively named 

epithelial cell model). The epithelial cell models for both normal and CF are capable of 

predicting PCL depth based on mechanical stresses and evaporation, and are validated with 

a wide range of experimental data.  

With these two models separately validated and tested, the integrated model of the 

thermo-fluid CFD model and epithelial cell model is applied to MDCT-based human 

airway models of three CF subjects and three normal subjects to study and compare PCL 

depth regulation under regular breathing conditions. It is found that evaporative water loss 

is the dominant factor in PCL homeostasis. Between three types of mechanical forces, 

cyclic shear stress is the primary factor that triggers ATP release and increases PCL depth. 

In addition, it is found that that greater diameters of the airways in the 4th-7th generations 

in CF subjects decrease evaporative water loss, resulting in similar PCL depth as normal 

subjects. Under regular breathing conditions, the average PCL depths of normal and CF is 

around 6 to 7 µm, with mechanical forces play a greater role in regulating CF PCL depth. 

Comparing to 7.68 µm normal base level (considered as optimum PCL depth), this average 

PCL depth is about 8 to 21% lower. This might suggest that mechanical forces alone cannot 

entirely balance evaporative water loss, and other mechanisms might be involved.  
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CHAPTER 1 

INTRODUCTION 

1.1 Overview 

Airway surface liquid (ASL) is a liquid layer lining above the epithelium in the 

conducting airway. ASL layer includes two major layers: mucus and periciliary liquid 

(PCL). The cilia extended from epithelium move back and forth in the PCL layer (see 

Figure 1.1 (a) and (c)). The mucus clearance involves trapping foreign particles and 

bacteria in the mucus and propelling them to the glottis through cilia movement, 

constituting the primary innate defense mechanism for human airway (Knowles and 

Boucher 2002).  The PCL serves as lubricate for cilia beating and facilitates mucus 

transport. Maintaining proper periciliary liquid depth is critical to respiratory health, as 

severe airway surface dehydration causes cilia collapse on to the epithelial surface, and 

thus impairs mucus clearance (see Figure 1.1 (b) and (d)) (Button et al. 2012). The resulting 

mucus build-up is prone to cause infection and inflammation. For example, in Cystic 

Fibrosis (CF) patients, who have a genetic disorder with a dysfunction of Cystic fibrosis 

transmembrane conductance regulator (CFTR), fail to maintain proper PCL depth and 

suffer from frequent infections and inflammations (R. C Boucher 2002). Although many 

research have been conducted to study PCL depth regulation of epithelial cells in vitro for 

normal (NL) and CF (Button, Picher, and Boucher 2007; Button et al. 2013; Tarran et al. 

2006; Tarran et al. 2005). However, PCL depth for cells in vivo are affected by evaporation, 

mechanical forces, which are in turn affected by various breathing condition, lung 

morphology and ventilation distribution, with all these factors interact together, the effect 

of which is difficult to directly observe or measure, if not possible.  

In this research, we propose an integrative approach that combines a thermo-fluid 

computational fluid dynamic (CFD) solver and an epithelial cell model with employment 

of human airway geometric model generated from multi-detector row computed-
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tomography (MDCT) image. The thermo-fluid model is able to accurately predict 

evaporation and mechanical forces from the airflow, while the epithelial cell model is able 

accurately predict the PCL depth based on these two inputs. The coupling of the two models 

provides the most realistic way to quantify PCL depth regulation in human airway, and 

assess the effect of each factor. It might help to understand the physiology and pathology 

involving the thermodynamic in human airway and PCL depth regulation, such as exercise-

induced asthma and cystic fibrosis.  

Thus, in this study, a thermodynamic model is developed to couple with a CFD 

solver. As a key application of thermo-fluid CFD model, the water loss from the 

evaporation is studied. An ion-channel conductance model is developed to connect 

previously developed fluid secretion model and nucleotide and nucleoside metabolism 

model (ATP model), with the capability of predicting PCL depth based on mechanical 

forces and evaporation. With both models validated with experimental data, they are 

integrated and applied to study PCL depth regulation in three MDCT-based normal 

subjects and three MDCT-based CF subjects. The roles of mechanical forces and 

evaporation in PCL depth regulation are assessed and compared between normal and CF 

subjects.  

1.2 Literature Review of Thermodynamic Models 

Thermodynamics is one of the fundamental processes in pulmonary physiology. 

The basic process has long been understood at the macroscopic level. During inspiration, 

air is heated and humidified by the airway wall until it reaches body core temperature and 

100% relative humidity (RH). The location where air reaches this condition is called the 

isothermic saturation boundary (ISB). During expiration, the process reverses so that the 

exhaled saturated air cools and loses water. This partly compensates for the heat and water 

loss from the airway surface liquid (ASL) during inspiration. The bulk of normal air 

conditioning occurs in the nasal airway, but it also involves intrathoracic airways: the ISB 
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has been reported to sit around 5 cm distal to the carina during resting breathing (MacIntyre 

2011), and during hyperventilation the ISB can move much further distally along the 

airway tree (McFadden et al. 1985; Martonen, Rosati, and Isaacs 2013).  At the microscopic 

level the heat and humidity can impact on the ciliated epithelial cells that line the airway 

wall (for example through evaporation of the ASL and entanglement of cilia within mucus) 

or can cause airway smooth muscle contraction via changes in the extracellular osmolarity 

of the epithelium (Weiler et al. 2010). 

Computational models for temperature and water vapor concentration have 

previously been developed to study thermodynamic characteristics in the human lungs. 

One-dimensional (1D) and two-dimensional (2D) models are the most popular methods 

due to their simplicity and efficiency, where temperature and water vapor concentration 

are obtained by solving 1D or 2D scalar transport equations (Daviskas, Gonda, and 

Anderson 1990; Ferron, Haider, and Kreyling 1988; Tawhai and Hunter 2004; Warren, 

Crampin, and Tawhai 2010) or by solving energy balance equations based on control 

volume analysis (Hanna and Scherer 1986; Ingenito et al. 1986; Tsu et al. 1988). In general, 

temperature distributions along the airway axial direction that are predicted by 1D and 2D 

models agree with measurement data. However, assumptions and simplifications must be 

made to reduce three-dimensional (3D) governing equations and airway geometric models 

to 1D or 2D. The difference between 1D and 2D models is that 1D models assume radial 

profiles of scalars, while 2D models solve them. Because both models assume 

axisymmetric radial profiles of scalars, they cannot capture local variations of temperature 

and water vapor concentration whose local gradients are important in predicting local 

energy flux and water loss. Although 3D models are computationally more demanding than 

1D and 2D models, they provide detailed distributions of velocities, temperature and water 

vapor concentration. For example, with a 3D RANS 𝑘𝑘 − 𝜀𝜀 model, Zhang and Kleinstreuer 

(2003) showed asymmetric and skewed distributions of temperature and �Jet Propellant 8 

fuel� vapor concentration in an idealized symmetric cylinder-based airway model. 
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For simulation of temperature and water vapor concentration in the human airways, 

an appropriate model for the wall boundary condition is crucial. The simplest approach is 

to assume that the airway wall remains at constant body temperature (e.g. Zhang and 

Kleinstreuer (2003)), however this cannot represent the airway wall cooling that occurs 

during inspiration due to evaporation and heat transfer, nor reheating of the airway wall 

and condensation that occurs during expiration (Daviskas, Gonda, and Anderson 1990; 

McFadden et al. 1985; Martonen, Rosati, and Isaacs 2013). To represent the temperature 

change from the mouth to the deep lung, some studies have prescribed the airway wall 

temperature (Daviskas, Gonda, and Anderson 1990; Ferron, Haider, and Kreyling 1988; 

Zhang and Kleinstreuer 2003) (or the outermost tissue layer temperature if tissue layers are 

considered (Hanna and Scherer 1986; Ingenito et al. 1986; Tsu et al. 1988)), as a function 

of distance from the mouth. However, these distance-based models cannot predict 

temperature and humidity under different breathing conditions. Tawhai and Hunter (2004) 

and Warren, Crampin, and Tawhai (2010) used a physics-based approach to solve heat 

conduction equations through the airway wall while enforcing an energy balance at the 

interface between the lumen and the ASL, such that the interface temperature was 

determined by local energy flux (the rate of energy transfer per area). This approach 

allowed for a prediction of dynamic changes to the airway wall temperature during 

breathing, but was limited to a 1D model. The physics-based approach has not yet been 

used within a 3D thermo-fluid dynamics system. 

Airway geometric models also influence local flow and thermodynamic variables, 

such as velocities, temperature and water vapor concentration. The importance and 

advantage of using subject-specific geometry and boundary conditions in simulation of 

pulmonary air flow have been discussed extensively in previous studies ( Lin et al. 2009; 

Lin, Tawhai, and Hoffman 2013; Lin et al. 2007; Yin et al. 2010), however the impact of 

3D airway geometry on airway thermodynamics has not yet been studied.  
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The dimensionless Nusselt (Nu) and Sherwood (Sh) numbers provide one means of 

characterizing the bulk heat and mass transfer in the human airways. For example, based 

on estimates from the first four generations of an idealized airway model, Zhang and 

Kleinstreuer (2003) proposed that 𝑁𝑁𝑁𝑁= 0.66(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)0.5, and 𝑆𝑆ℎ =

1.727(𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅)0.328,𝑆𝑆𝑅𝑅 ≈ 3, where Pr is the Prandtl number and Sc is the Schmidt number 

of air. Improving the correlations of these parameters would allow better characterization 

of bulk heat and mass fluxes under various breathing conditions, for better design of 

physical and numerical experiments in studies of lung physiology and pathophysiology.  

1.3 Literature Review of Water Loss Prediction 

The major cause of water loss from the airway surface liquid (ASL) that lines the 

respiratory airways is evaporation into the inspired air. Although some water is recovered 

via condensation during expiration, there is a net water loss, the rate of which depends on 

the inhaled air temperature, humidity and minute ventilation.  Dehydration of the ASL can 

cause dysfunction of the mucociliary transport system. This dysfunction is apparent in 

cystic fibrosis (Richard C Boucher 2007). Dehydration of the ASL is also implicated in 

exercise-induced bronchoconstriction (Weiler et al. 2010). Although the total lung water 

loss is well established (Daviskas, Gonda, and Anderson 1991; Freund and Young 1995; 

Hasan 2010; Tabka, Jebria, and GuØnard 1987), the water loss rate at the bronchial segment 

level is not well studied. Thus, an evaluation of subject-specific regional water loss is of 

interest to determine whether there may be geometry-based regional vulnerability to 

dehydration. Such an investigation requires evaluating the roles of key variables on the 

dehydration of the airways, including airway diameter, regional ventilation, minute 

ventilation, and the inhalation conditions. By coupling a model of airway surface water 

loss to an epithelial cell model for airway surface liquid regulation ( Lin, Tawhai, and 

Hoffman 2013), such a composite model may provide new insights between airway fluid 

dynamics and regional cellular functions.  
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Most recent studies of 3D temperature and humidity in the respiratory tract have 

focused on an understanding of dynamic growth and deposition of hygroscopic 

aerosols/droplets (Feng, Kleinstreuer, and Rostami 2015; Kim, Xi, and Si 2013). Only a 

few previous studies have focused specifically on the airway water loss distribution with 

respiration. In experimental studies, inhaled and exhaled air humidities at the mouth or 

nose are measured and the overall water loss under various breathing conditions are 

calculated (Daviskas, Gonda, and Anderson 1991; Freund and Young 1995; Tabka, Jebria, 

and GuØnard 1987). In numerical simulations, the temperature and humidity in the airways 

are computed, the instantaneous evaporative fluxes are estimated by Fick�s Law (Daviskas, 

Gonda, and Anderson 1991; Ferron, Haider, and Kreyling 1988; Warren, Crampin, and 

Tawhai 2010). And then the amounts of water loss are estimated by integrating the 

evaporative fluxes over time. The key to numerical estimation of evaporative flux is to 

accurately capture the local water vapor concentration gradients, however previous studies 

evaluating airway surface water loss have largely been based on one-dimensional (1D) 

(Daviskas, Gonda, and Anderson 1991; Warren, Crampin, and Tawhai 2010) or two-

dimensional (2D) (Ferron, Haider, and Kreyling 1988) models which have several 

limitations. First, they make simplifying assumptions to reduce a complex 3D flow to 1D 

or 2D systems. One such assumption is axisymmetric air velocity, temperature, and 

humidity profiles in the airway radial direction, whereas previous studies have shown non-

axisymmetric distributions especially near bifurcations (Wu et al. 2014). Second, 1D and 

2D geometric models lack many 3D geometric features, such as variation in cross-sectional 

area along an airway, curvature, and non-circular cross-sectional profiles. Moreover, most 

previous studies (Daviskas, Gonda, and Anderson 1991; Ferron, Haider, and Kreyling 

1988) have been limited to Weibel�s symmetric airway model (Weibel 1963),  and do not 

account for inter-subject variability.  
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1.4 Literature Review of Epithelial Cell Model 

Maintaining PCL depth is critical to airway defense system. Cystic Fibrosis (CF) 

cells suffer from dysfunction of Cystic fibrosis transmembrane conductance regulator 

(CFTR), which is not able to maintain regular PCL depth and is extremely vulnerable to 

infections. A numerical study of PCL depth regulation in an in vivo environment is helpful 

to study pathology of CF. 

Besides gland secretions, PCL depth is primarily governed by osmosis through ion 

channels embedded on the apical membrane. Multiple experiments demonstrate that these 

channels could be regulated by mechanical forces through Adenosine triphosphate (ATP) 

release (Button et al. 2013; Button, Picher, and Boucher 2007; Tarran et al. 2005), which 

can be summarized in the following two points. First, three different types of forces can 

trigger ATP release: cyclic shear stress, cyclic compressive pressure and cilia strain. 

Second, three channels respond to the ATP release: Calcium-activated chloride channel 

(CaCC), Epithelial sodium channel (ENaC) and CFTR. These experiments constitute the 

frame work of PCL depth regulation by mechanical forces. However, PCL depth 

homeostasis in an in vivo environment, viz. the interactions between epithelia cells, 

mechanical forces and thermodynamics, cannot be observed easily by experiment, if not 

impossible. 

As a high-fidelity CFD solver can accurately predict mechanical forces and water 

evaporative fluxes in the human airways, it could be further coupled with a cell model to 

predict PCL depth. Warren, Crampin, and Tawhai (2010) developed a cell model to predict 

PCL depth by osmosis. They included the intracellular calcium component to model the 

activation of CaCC. However, they did not include other pathways that might be involved 

in PCL depth regulation. Zuo et al. (2008) developed an ATP metabolism model that 

couples with an ion/water transport model by the sodium and chloride permeability to study 

the ASL regulation. However, the combined ATP-ion/water transport model was not 

extensively validated against experimental data (Zuo 2007). Herschlag et al. (2013) 
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developed a cell model that can predict PCL depth based on mechanical forces, but the 

model lumped all the interactions into three variables: [ATP], ion concentration, and ASL 

with limited capability.  

We proposed an ion-channel conductance model that couples the previously 

developed fluid secretion model with an ATP metabolism model to reproduce known 

steady state cellular responses found in experiments. By further integrating it with a 

thermo-fluid CFD lung mechanics model, it enables the prediction of PCL depth by 

accounting for CFD-predicted local evaporative fluxes and cellular responses to CFD-

predicted local mechanical forces in a subject-specific manner. 

1.5 Literature Review of PCL prediction 

As maintaining PCL depth is critical in mucus clearance, a study of PCL regulation 

under various factors in in vivo environments helps better understand the underlying 

mechanism of PCL homeostasis. In particular, a comparison of PCL regulation under NL 

conditions with that of CF conditions can provide valuable insights on the regulation 

mechanism, because CF has a defected CFTR channel that fails to regulate PCL depth. 

However, this can hardly be achieved by experimental studies, if not possible, as it is hard 

to replicate the in vivo airway environments. Even if it were achieved, it is hard to isolate 

and study the effects of individual factors or even perform control tests. With numerical 

studies, it is possible to translate the findings in experiments into a simulated in vivo 

environment to interrogate the response of PCL depth to some selected factors.  

Previous studies suggested that besides the evaporative water loss, cyclic shear 

stress (CSS), cyclic compressive pressure (CCP), or cilia strain (CS) are contributing 

factors in PCL depth regulation (Button et al. 2013). The evaporative water loss and CSS 

and CCP at the airway lumen and ASL interface can be accurately predicted by the thermo-

fluid CFD model, and the CS in NL and CF are reported in Button et al. (2013). Evaporative 

flux and (three) mechanical forces are passed on to the epithelia cell model that gives PCL 
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depth change. The integrated model provides a better picture of PCL depth regulation in 

both normal and CF patients.  

1.6 Objectives  

The ultimate goal is to integrate the thermodynamic model with a model of 

epithelial cell fluid transport (Warren, Crampin, and Tawhai 2010) for the study of 

periciliary liquid water homeostasis (Lin, Tawhai, and Hoffman 2013). The specific 

objectives are listed as follows: 

1. Developing a thermodynamic model coupled to the existing CFD solver to predict 

the temperature and humidity distribution (collectively named thermo-fluid CFD 

model). 

• A 3D thermo-fluid CFD lung model with a realistic wall boundary condition in 

a subject-specific airway geometric model is developed. 

• The effect of asymmetric flow characteristics and the inter-subject variability 

of scalar transport are investigated. 

• The dimensionless parameters of Nu and Sh for the airways up to six 

generations are computed and their correlations with airway branch diameter 

and local Re are derived. 

2. Investigating the water loss in MDCT-based human airway models. 

• Both 1D and 3D models are applied to study the characteristics of regional 

water loss and water loss rate in response to humidity and temperature 

distribution patterns in the human airways. We expand these investigations to 

study the effect of secondary flows, which only exist in 3D. As 1D models are 

more commonly used than 3D, the comparison of 1D and 3D results helps better 

understand the limitations in accuracy and validity of 1D models.  

• The inter-subject variability of water loss due to subject-specific airway 

structure and regional ventilation is examined. 
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• A correlation between local shear stress and a convective mass transfer 

coefficient is established to better understand ASL homeostasis. 

3. Developing an ion-channel conductance model to connect the existing fluid 

secretion model and ATP model (collectively named epithelial cell model) to 

predict the PCL depth based on the evaporation and mechanical forces from 

thermo-fluid CFD results. 

• An ion-channel conductance model is constructed. 

• The epithelial cell model is extensively tested and validated with a wide range 

of experimental data.  

• The responses of normal and CF cell models to evaporative flux and mechanical 

forces are investigated. 

4. Integrating the thermo-fluid CFD model with the epithelial cell model to study the 

PCL depth regulation on three CF and three normal human airway models.  

• The affecting factors of evaporative water loss, CSS and CCP are quantified in 

three NL and three CF subjects. 

• PCL depths based on various combinations of evaporative water loss and 

mechanical forces are predicted in both NL and CF to assess the roles of each 

factor in PCL regulation. 

• Controlled tests are conducted to evaluate the influences of structural 

differences in PCL regulation, in which a CF subject is simulated as a NL 

subject, while a NL subject is simulated as a CF subject. 

The results from objective 1 and 2 have been published in Wu et al. (2014b) and 

Wu et al. (2015), respectively.  
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Figure 1.1 (a) The light microscopy view of the airway surface layer. (b) Representative 
bright-field microscopy images showing the fully extended cilia (upper) vs. the 
collapsed cilia (lower). The white bar corresponds to the length of fully 
extended cilia (~7 µm). (c) The schematic view of ASL with mucus layer, PCL 
layer and fully extended cilia corresponds to a normal state. (d) The schematic 
view of ASL at a dehydrated state. (Button et al. 2012) 
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CHAPTER 2 

THERMODYNAMIC MODEL 

In this chapter, 3D thermodynamic model for human airways are developed. The 

corresponding 1D thermodynamic model, which is used to provide necessary boundary 

condition and initial condition to 3D, is also implemented. In the Result section, both 1D 

and 3D models are first validated, and then the temperature and humidity distributions 

predicted by both models are compared. The dimensionless parameters for heat and mass 

transfer in human airways are studied.  

2.1 Methods 

2.1.1 MDCT images and geometry modeling 

Geometric models of the airways were reconstructed from volumetric multi-

detector row computed-tomography (MDCT) imaging.  Three healthy non-smoking 

subjects (see Table 2.1) that were recruited and imaged under previous studies (NIH grants 

HL064368 and EB005823) were used here. CT imaging was approved by the University 

of Iowa Institutional Review Board and Radiation Safety Committee. Subjects gave 

informed consent for the imaging study and subsequent use of their data for computational 

studies. Subjects were scanned using a Siemens Sensation 64-slice MDCT scanner 

(Forchheim, Germany) with scan parameters: 120 kV, 75-100 mAs, 0.75-0.13 mm slice 

thickness, 0.5-0.6 mm slice spacing, 1.00-1.25 pitch, and B35 reconstruction kernel. 

Subjects were imaged while supine during a breath-hold at near total lung capacity.  

3D geometric models were reconstructed from MDCT using the �Apollo� software 

(VIDA Diagnostics, Coralville, Iowa); this resolved up to six or seven generations of 

airways. At the ending segments of the MDCT-resolved central airways, anatomically-

consistent 1D trees that extended as far as the terminal bronchioles (about 23 generations) 

were generated using the volume filling algorithm of Tawhai et al. (2004), subject to the 
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MDCT-resolved airways and lobar boundaries. For each subject, both 3D geometric 

models and their corresponding 1D skeletons are shown in Figure 2.1 (a)-(c). The 1D 

airway models start from the top of the trachea, while the 3D models include the upper 

airways that start from the oral cavity.  

2.1.2 Governing equations  

1D models 

The radial profiles of temperature T(r), water vapor concentration C(r) and velocity 

u(r) were modeled using the power-law function of radial coordinate r as in Tawhai and 

Hunter (2004)  as follows: 

𝑇𝑇(𝑅𝑅) = 𝑇𝑇𝑅𝑅 + (𝑇𝑇0 − 𝑇𝑇𝑅𝑅) �1 − �𝑟𝑟
𝑅𝑅
�
𝜃𝜃
�   (2.1) 

𝐶𝐶(𝑅𝑅) = 𝐶𝐶𝑅𝑅 + (𝐶𝐶0 − 𝐶𝐶𝑅𝑅) �1 − �𝑟𝑟
𝑅𝑅
�
𝜃𝜃
�  (2.2) 

𝑁𝑁(𝑅𝑅) = 𝑁𝑁0 �1 − �𝑟𝑟
𝑅𝑅
�
𝜃𝜃
�    (2.3) 

where T0, C0, and u0 are the values at the center of the circular lumen, and TR and CR are 

the values at the interface between airway lumen and wall. 𝜃𝜃 is the parameter used to 

control the radial profiles, and is assumed as a function of Re only, with 𝜃𝜃 = 𝑅𝑅𝑅𝑅/50 

for 𝑅𝑅𝑅𝑅 > 100, and 𝜃𝜃= 2 for 𝑅𝑅𝑅𝑅 ≤ 100. 

For solutions in the axial direction x, the 1D CFD model solved the following 1D 

transport equations for temperature T and water vapor concentration C. 

𝑅𝑅𝑃𝑃𝜌𝜌
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑅𝑅𝑃𝑃𝜌𝜌𝑁𝑁
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝑘𝑘 �1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑅𝑅 𝜕𝜕𝜕𝜕

𝜕𝜕𝑟𝑟
� + 𝜕𝜕2𝜕𝜕

𝜕𝜕𝜕𝜕2
�  (2.4) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑁𝑁 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝐷𝐷 �1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑅𝑅 𝜕𝜕𝜕𝜕

𝜕𝜕𝑟𝑟
� + 𝜕𝜕2𝜕𝜕

𝜕𝜕𝜕𝜕2
�  (2.5) 

Equations (2.1)-(2.3) are substituted into equations (2.4) and (2.5), which are then 

integrated over the cross-section of the airway to obtain the transport equations of T0(x,t) 

and C0(x,t) (Tawhai and Hunter 2004). Note that TR and CR are also unknown variables in 
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the final form of the equations and they were solved as described in the Boundary condition 

section, prior to solving the transport equations. A finite element method (FEM) was 

applied to solve equations (2.4) and (2.5). All other parameters are defined in Table 2.3. 

3D models 

The 3D CFD model solved the incompressible Navier-Stokes equations. Large-

eddy simulation was adopted for modeling turbulent flow ( Lin et al. 2009; Lin, Tawhai, 

and Hoffman 2013; Lin et al. 2007; Yin et al. 2010).  The continuity and momentum 

equations read: 

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕𝑖𝑖

= 0   (2.6) 

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕

+ 𝑁𝑁𝑗𝑗
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕𝑗𝑗

= − 1
𝜌𝜌
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝑖𝑖

+ 𝑔𝑔𝑖𝑖′ + (𝜈𝜈 + 𝜈𝜈𝜕𝜕) 𝜕𝜕2𝑢𝑢𝑖𝑖
𝜕𝜕𝜕𝜕𝑗𝑗𝜕𝜕𝜕𝜕𝑗𝑗

  (2.7) 

Here Einstein summation notation is invoked. 𝑁𝑁𝑖𝑖 is the filtered velocity component in the 

i-direction (i = 1, 2, 3 or x, y, z), p is the pressure, and 𝜈𝜈𝜕𝜕 is the Vreman�s subgrid-scale 

eddy viscosity (Vreman 2004), which reduces to zero if the flow is laminar. The buoyancy 

force is computed with Boussinesq approximation of constant density ρ, and 𝑔𝑔𝑖𝑖′ =

 −𝛽𝛽𝑇𝑇𝜈𝜈′𝑔𝑔𝑖𝑖, where 𝑔𝑔𝑖𝑖 = (0,0,−𝑔𝑔), 𝑔𝑔 is the gravitational acceleration and β is the coefficient 

of volumetric expansion of air. 𝑇𝑇𝜈𝜈′ is the virtual temperature that dry air must be to have the 

same density as moist air at the same pressure, 𝑇𝑇𝜈𝜈′ = 𝑇𝑇′(1 + 0.61𝛾𝛾). 𝑇𝑇′ = 𝑇𝑇 − 𝑇𝑇𝑎𝑎, where 

𝑇𝑇𝑎𝑎 is the atmospheric temperature. 𝛾𝛾 is the mixing ratio 𝑚𝑚𝑣𝑣/𝑚𝑚𝑑𝑑, where 𝑚𝑚𝑣𝑣 is the water 

vapor mass and 𝑚𝑚𝑑𝑑 is the dry air mass. The pressure-Poisson equation that is derived by 

taking the divergence of Eq. (2.7) was solved to satisfy the continuity of Eq. (2.6). 

The transport equations for temperature (T) and water vapor concentration (C) read: 

𝐶𝐶𝑃𝑃𝜌𝜌
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝐶𝐶𝑃𝑃𝜌𝜌𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝑖𝑖

= (𝑘𝑘 + 𝑘𝑘𝜕𝜕) 𝜕𝜕2𝜕𝜕
𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝜕𝜕𝑖𝑖

  (2.8) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑁𝑁𝑖𝑖
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕𝑖𝑖

= (𝐷𝐷 + 𝐷𝐷𝜕𝜕) 𝜕𝜕2𝜕𝜕
𝜕𝜕𝜕𝜕𝑖𝑖𝜕𝜕𝜕𝜕𝑖𝑖

   (2.9) 
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where Cp is the thermal capacity of moist air and 𝑘𝑘𝜕𝜕 is the turbulent conductivity, 

𝑘𝑘𝜕𝜕/(𝐶𝐶𝑃𝑃𝜌𝜌) = 𝜈𝜈𝜕𝜕/𝑅𝑅𝑅𝑅. 𝐷𝐷𝜕𝜕 is the turbulent diffusivity of water vapor in air, 𝐷𝐷𝜕𝜕 = 𝜈𝜈𝜕𝜕/𝑆𝑆𝑅𝑅.  Prt  

(Sct) is turbulent Prandtl (Schmidt) number of water vapor in air; both Prt and Sct are taken 

as 0.9 (Zhang and Kleinstreuer 2003). The characteristic Galerkin finite element method 

was used to discretize the above equations, and the fractional four step method was used 

to solve them. The validation of the solver can be found in a previous study (Lin et al. 

2005). 

2.1.3 Inlet and outlet boundary conditions 

An image registration-based subject-specific flow boundary condition (Yin et al. 

2010) was adopted. Two MDCT image datasets at different lung volumes from the same 

scanning session were matched using a mass-preserving image registration method to 

estimate the ventilation rate at the end of each terminal bronchiole of the 1D tree (Yin et 

al. 2010). These ventilation rates were then used to derive flow conditions at the distal end 

of the terminal central airways for 3D CFD simulations. Parabolic profiles for velocity 

were prescribed at both inlets and outlets. A sinusoidal breathing waveform was used. The 

maximum flow rate was only a function of minute ventilation (MV, L/min) as �̇�𝑉𝑚𝑚𝑎𝑎𝜕𝜕 = 𝜋𝜋 ×

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑣𝑣𝑣𝑣𝑡𝑡𝑁𝑁𝑚𝑚𝑅𝑅/𝑡𝑡𝜕𝜕 = 𝑀𝑀𝑉𝑉 × 𝜋𝜋 × 10−3/60, in which tT is the breathing period.  

For temperature and water vapor concentration, the boundary conditions follow: 

�
𝛷𝛷𝑜𝑜 = 𝛷𝛷𝐼𝐼
𝜕𝜕𝛷𝛷𝐿𝐿
𝜕𝜕𝜕𝜕

= 0   (Inspiration); �
𝜕𝜕𝛷𝛷𝑜𝑜
𝜕𝜕𝜕𝜕

= 0
𝛷𝛷𝐿𝐿 = 𝛷𝛷𝐸𝐸

(Expiration)   (2.10) 

where 𝛷𝛷 = 𝑇𝑇 𝑣𝑣𝑅𝑅 𝐶𝐶. The subscript o denotes the mouth cavity for the 3D model, or the top 

of the trachea for the 1D model, and L denotes the ending faces at the terminal airways in 

the 3D model or the 1D model. At the flow inlets, the air conditions were prescribed, where 

the subscript I represents inspired T or C at the mouth entrance for the 3D model, or the 

top of the trachea for the 1D model. The subscript E represents expired T or C at the ending 
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faces of the terminal airways in 3D or 1D. Gradient-free conditions were prescribed at the 

flow outlets. 

2.1.4 Airway wall boundary condition 

For the momentum equation (2.7), the no-slip condition was imposed at the airway 

wall. For the T transport equation (2.8), energy balance was enforced across the wall 

boundary so that the energy exchange between the lumen and the ASL equals the heat 

conducted through the airway wall. For the C transport equation (2.9), 100% RH was 

assumed at the interface of the lumen and the ASL. 

To provide the wall boundary conditions for T and C, a heat conduction equation 

through the airway wall tissues and the ASL (see Figure 2.1 (e-g)) was solved. Two 

parameters need to be determined: 1. the thermodynamic properties of the airway wall 

tissues, and 2. the distance (or thickness) from the airway wall to a location that remains at 

body temperature during ventilation. Most of the tissues in the airway wall contain a high 

amount of water and their thermodynamic properties are close to those of water (Hamilton 

1998). Thus, a tissue of uniform water properties was assumed, which is the same as the 

ASL. In order to determine the thickness, the behavior of the 1D heat conduction equation 

was examined with boundary conditions of fixed temperature on one side and oscillating 

energy flux on the other side (see Figure 2.1 (f)).  We found that after reaching quasi-steady 

state, only a small portion of the tissue undergoes temperature fluctuations, and the 

temperature of the other portion of the tissue remains unchanged. Therefore, a two-layer 

wall model was adopted with one layer capturing the transient response and the other layer 

representing the steady portion. The heat conduction equation for the two-layer wall model 

reads: 

𝜕𝜕𝜕𝜕𝑖𝑖
𝜕𝜕𝜕𝜕

= 𝛼𝛼𝑖𝑖 �
1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑅𝑅 𝜕𝜕𝜕𝜕𝑖𝑖

𝜕𝜕𝑟𝑟
��  (2.11) 

where the subscript i=1 (or 2) denotes the transient layer (or the steady layer). 𝛼𝛼𝑖𝑖 =

𝑘𝑘𝑖𝑖/(𝐶𝐶𝜕𝜕𝑖𝑖𝜌𝜌𝑖𝑖) is the thermal diffusivity of layer i. For the transient layer, which includes the 
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ASL, the temperature fluctuation is caused by the oscillating energy flux during respiration. 

Its thickness is dependent upon the breathing period (estimated at 0.4 mm via the 1D model 

for 2 s breathing period). For the steady layer, the temperature profile depends on the net 

energy flux during respiration. The temperature at its interface with the transient layer is 

denoted as Tm. With known net energy flux, Tm can be determined by the thermal resistance 

per area. The thermal resistance is given by 𝑅𝑅𝑟𝑟𝑟𝑟𝑠𝑠𝑖𝑖𝑠𝑠𝜕𝜕 = 𝑡𝑡2/𝑘𝑘2, where l2 and 𝑘𝑘2 are the 

thickness and the thermal conductivity of the steady layer, respectively. Because 𝑘𝑘2 

appears in Eq. (2.11) as 𝛼𝛼2 = 𝑘𝑘2/(𝐶𝐶𝜕𝜕2𝜌𝜌2), the parameter 𝑅𝑅′ = 𝑡𝑡2/𝛼𝛼2 was calibrated using 

the 1D model against McFadden et al.�s data (McFadden et al. 1985) at 15 and 30 L/min 

with room air (27.6 ”C, 34.7% RH) and frigid air (-18.5 ”C, 5% RH).  

Two boundary conditions are needed to solve Eq. (2.11). At the outer wall of the 

steady layer, body temperature was prescribed. At the ASL-lumen interface, the energy 

balance equation was enforced as in Tawhai and Hunter (2004), where the energy flux by 

conduction at the ASL side of the interface equals the energy flux by conduction plus the 

latent heat of phase change at the lumen side. 

𝑘𝑘𝑎𝑎𝑠𝑠𝑎𝑎
𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟

|𝑅𝑅+ = (𝑘𝑘 + 𝑘𝑘𝜕𝜕) 𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟

|𝑅𝑅− + (𝐷𝐷 + 𝐷𝐷𝜕𝜕)𝛥𝛥𝛥𝛥 𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟

|𝑅𝑅−  (2.12) 

where 𝑘𝑘𝑎𝑎𝑠𝑠𝑎𝑎 is the thermal conductivity of the ASL. k (kT) is molecular (turbulent) 

conductivity for moist air. D (DT) is molecular (turbulent) diffusivity of water vapor in air. 

R+ denotes the ASL side of the interface, while R- denotes the lumen side. The finite 

element method was used to discretize Eqs. (2.11) and (2.12). 

The water vapor concentration at the interface was assumed to be at 100% RH, and 

the saturated water vapor concentration was solely a function of temperature: 

𝐶𝐶𝑅𝑅 = 2.166×10−3

𝜕𝜕𝑅𝑅
exp �𝜆𝜆1 + 𝜆𝜆2

𝜕𝜕𝑅𝑅
+ 𝜆𝜆3 𝑡𝑡𝑙𝑙(𝑇𝑇𝑅𝑅) + 𝜆𝜆4𝑇𝑇𝑅𝑅2�  (2.13) 

where 𝜆𝜆1 = 73.649, 𝜆𝜆2 = −7258.2, 𝜆𝜆3 = −7.3037 and 𝜆𝜆4 = 4.165 × 10−6 (Tawhai 

and Hunter 2004). By solving Eqs.(2.10)-(2.13), the interfacial temperature and water 

vapor concentration were obtained, providing essential boundary conditions for the 
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transport equations. Iteration was performed between the conduction equation and the 

scalar transport equations to yield a converged solution at any time step. Figure 2.2 shows 

the procedures of performing the 3D CFD thermodynamics simulation in the MDCT-based 

human airway model. 

2.1.5 Simulation set-up and mesh sensitivity test 

Three cases for each of three subjects with the room air condition of 27.6 ”C and 

34.7% RH (thus a total of nine cases) were simulated (Table 2.2). Minute ventilations for 

Cases 2 and 3 were chosen so that they could be validated against the measurement data of 

McFadden et al. (1985) while minute ventilation of Case 1 corresponds to a resting 

breathing case. For each minute ventilation the breathing period may vary, but this has little 

influence on the final solution of temperature (Tawhai and Hunter 2004). 

Since the airway geometry starts from the top of the trachea in the 1D model, on 

inspiration 𝑇𝑇𝐼𝐼 (see Eq. (2.10)) is taken from the measurement data of McFadden et al. 

(1985) and CI is calculated from Eq. (8) with 95% RH taken from the 3D CFD simulations. 

For the 3D model, the conditions of 27.6 ”C and 34.7% RH reported in McFadden et al. 

were used at the mouth inlet.  On expiration, at the ending branches of the 1D airway tree, 

body temperature of 36.5 ”C and 100% RH were used (Tawhai and Hunter 2004). Since 

the 3D model only has up to six or seven generations and the ISB can be located 

downstream of these branches, the 1D results on expiration at the corresponding 3D model 

distal branch locations were specified as time-varying boundary conditions. For the 1D 

model, the tissue temperature was uniformly initialized to body temperature, and after 200 

breaths the tissue temperature reached a quasi-steady state. The 1D quasi-steady state tissue 

temperature at end expiration was then used as the initial condition for tissue temperature 

in the 3D model.  The 3D upper airway was included to capture the laryngeal jet ( Lin et 

al. 2007), and the wall temperature and humidity of 33.5 ”C and 100% RH were adopted 

for the airway above the glottis (Tsu et al. 1988). 
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Tetrahedral meshes were used for 3D CFD simulations (see Table 2.1). First, a 

mesh sensitivity test was performed on subject A at 15 L/min using three meshes with 

densities of 21.4, 37.3 and 73.6 ×1000/cm3, and with average y+ (a non-dimensional 

distance of the first grid point from the wall) = 5.6, 6.9 and 8.2, respectively, in the trachea 

at peak inspiration. Energy flux (Eq. (2.12)) was computed for assessment because of its 

dependence on the wall temperature gradient. As compared with the fine-mesh result, the 

differences of the overall energy flux integrated over the entire CT-resolved central airway 

during inspiration (expiration) were 4.17% (9.78%) for the coarse mesh and 2.77% (4.19%) 

for the medium mesh. The differences by generation for the medium mesh were (3.43, 

3.35, 3.03, 3.32, 1.40, 2.16, 0.95) % on inspiration and (1.83, 6.84, 4.85, 3.90, 6.14, 6.27, 

6.50) % on expiration for generations (0, 1, 2, 3, 4, 5, 6). The errors are greater at the inlets 

than the exits for both inspiration and expiration, which may be due to relatively large 

evaporative flux at generation 6 on inspiration and large condensation flux at generation 0 

(trachea) on expiration. Then, the sensitivity test was performed on the same subject at 30 

L/min on the medium and fine meshes to quantify the maximum error. The error was 

6.44%, as compared with 6.61% for the coarse mesh and 3.16% for the medium mesh at 

peak inspiration of 15 L/min. 

For the ASL and the tissue layer, the 1D mesh was generated at each node on the 

airway wall along the wall-outward normal direction. As shown in Figure 2.1 (g), the 1D 

mesh consists of seven nodes: nodes N1 and N2 (with a spacing of 10 µm (Widdicombe 

2002)) are for the ASL, nodes N2, N3, N4, N5 and N6 (with a uniform spacing of 0.1 mm) 

are for the transient tissue layer, and nodes N6 and N7 (with a spacing of 0.1 mm) are for 

the steady tissue layer. As the ASL is much thinner than the overall transient layer, the 

change of ASL depth is negligible. The temperature at node N1 is referred to as the 

interface temperature TR, and the temperature at N6 is denoted as Tm, while the average 

lumen temperature is denoted as T0.  Table 2.3 summarizes all of the model parameters.  
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2.2 Results 

2.2.1 Validation of computational models 

1D model  

The 1D scalar equation was validated through the analytical solutions of pipe flows 

with constant wall temperature and constant heat flux. For the 1D solver, with the radial 

profile given as equations (2.1) to (2.3), the average heat transfer coefficient is taken as 

ℎ� = 2(𝜃𝜃 + 1)𝐷𝐷ℎ/𝑘𝑘 , �Z�K�H�U�H������� ��Re/50, Dh is the hydraulic diameter. For the constant heat 

flux case, the analytical solution for the average lumen temperature is 𝑇𝑇0 = 𝑇𝑇𝑅𝑅 − (𝑇𝑇𝑅𝑅 −

𝑇𝑇𝑖𝑖𝜕𝜕)exp (−𝑝𝑝𝑅𝑅𝑅𝑅ℎ�𝑥𝑥/(𝑚𝑚𝑅𝑅)), where Tin is the entrance temperature, per is the perimeter, �̇�𝑚 is 

the mass flow rate and c is the heat capacity.  For the constant wall temperature case, the 

analytical solution is 𝑇𝑇0 = 𝑇𝑇𝑅𝑅 − 𝑞𝑞"/ℎ� = 𝑇𝑇𝑅𝑅0 + 𝑝𝑝𝑅𝑅𝑅𝑅𝑞𝑞"𝑥𝑥/(𝑚𝑚𝑅𝑅̇ ) − 𝑞𝑞"/ℎ � . Figure 2.3 (a) 

compares two cases against analytic solutions. The test case was a 10 m long pipe with 

0.04 m diameter, and air flow of 2.0 m•s-1. The first case was for constant heat flux (with 

q� = 28.512 W•m-2, TR0 = 31 ”C) and the second case had constant wall temperature (TR  =37 

”C and Tin =30 ”C).  The comparison between the model and analytic solutions shows good 

agreement for both cases. 

3D model 

The 3D scalar equation was validated through the case of a fully developed laminar 

flow through a round pipe of diameter d, with a heat flux 𝑞𝑞" at the wall boundary. The 

analytical solution to the temperature of the flow is  

𝑇𝑇 = 8𝑞𝑞"

𝛼𝛼𝜌𝜌𝑐𝑐𝑝𝑝𝑑𝑑
�𝑟𝑟

2

4
− 𝑟𝑟4

4𝑑𝑑2
� + 𝑇𝑇𝑅𝑅 −

3𝑞𝑞"𝑑𝑑
8𝛼𝛼𝜌𝜌𝑐𝑐𝑝𝑝

   (2.14) 

where 𝜌𝜌 is the fluid density, 𝐶𝐶𝜕𝜕 is thermal capacity of the fluid for temperature transport. 

𝑇𝑇𝑅𝑅 is the surface temperature with 𝑇𝑇𝑅𝑅 = 𝑇𝑇𝑅𝑅0 + 4𝑞𝑞"/(𝑡𝑡𝜌𝜌𝑁𝑁𝑚𝑚𝑅𝑅)𝑥𝑥, where 𝑁𝑁𝑚𝑚 is the mean 

velocity and 𝑇𝑇𝑅𝑅0 is the wall temperature at the entrance.  For fully developed turbulent pipe 
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flow, the empirical equation has been given by Gnielinski (Nellis and Klein 2009) to 

estimate the Nu, which is a ratio between convective and conductive heat transfer across 

the pipe wall boundary: 

𝑁𝑁𝑁𝑁 =
(
𝑓𝑓𝑓𝑓𝑓𝑓
8 )(𝑅𝑅𝑟𝑟−1000)𝑃𝑃𝑟𝑟

1+12.7(𝑃𝑃𝑟𝑟
2
3−1)�

𝑓𝑓𝑓𝑓𝑓𝑓
8

, 0.5 < 𝑅𝑅𝑅𝑅 < 2000 𝑡𝑡𝑙𝑙𝑡𝑡 2300 < 𝑅𝑅𝑅𝑅 < 5 × 106    (2.15) 

where ffd is the fully developed friction factor, and  𝑓𝑓𝑓𝑓𝑑𝑑 = 1
[0.79 ln(𝑅𝑅𝑟𝑟)−1.64]2 , 3000 < 𝑅𝑅𝑅𝑅 <

5 × 106 for a smooth surface.  

For validation of laminar pipe flow, a fully developed flow of moist air (𝛼𝛼 = 

2.06×10-5 m2•s-1, 𝜌𝜌=1.2 kg•m-3, 𝐶𝐶𝜕𝜕=1080 J•kg-1•K-1) was passed through a pipe that was 

100 mm long and 2 mm in diameter, with flow 2.35×10-05 m3•s-1. The Re for this case was 

880, and the entrance wall temperature was TR0=33 ”C.  A constant heat flux of 500 W•m-

2 was applied at the wall boundary. The radius profiles were extracted at x = 1, 10, 20, 

30,..., 90 and 99 mm on the plane passing through the center axis as shown in Figure 2.3 

(b). The CFD results match well with the analytical solutions. The flux term calculation 

was verified by comparing CFD prediction of the flux through the pipe wall 𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟
�
𝑅𝑅
 with its 

theoretical value  − 𝑞𝑞"

𝛼𝛼𝜌𝜌𝑐𝑐
. For the validation case, 𝜕𝜕𝜕𝜕

𝜕𝜕𝑟𝑟
�
𝑅𝑅

= − 𝑞𝑞"

𝛼𝛼𝜌𝜌𝑐𝑐
= 18,728, and the CFD 

predicted 19,304, thus the error was 3.0%.  

For the turbulent case, air was assumed to pass through a pipe of 1 m long and 0.02 

m in diameter with flow 1.57×10-3 m3/s. A constant heat flux of 500 W•m-2 was applied at 

the wall. The Re for this case was 5,879. The Nu for the fully developed turbulent flow 

predicted by Equation (2.15) was 20.6. The flow becomes fully developed after about 0.8 

m. Taking a cross-section at 0.85 m from the CFD results, the average lumen temperature 
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𝑇𝑇0 = 𝜌𝜌/�̇�𝑚 ∫ 𝑁𝑁𝑇𝑇 ∙ 2𝜋𝜋𝑅𝑅 ∙ 𝑡𝑡𝑅𝑅 =  237 𝐾𝐾𝑅𝑅
0  and the average surface temperature 𝑇𝑇𝑅𝑅 = 257 𝐾𝐾.  

From the heat flux balance across the boundary, ℎ� = 𝑞𝑞"/(𝑇𝑇𝑠𝑠 − 𝑇𝑇0) = 25.4 𝑊𝑊 ∙ 𝑚𝑚−2 ∙ 𝐾𝐾−1.  

Finally,  𝑁𝑁𝑁𝑁 = ℎ𝐷𝐷ℎ/𝑘𝑘 = 18.9. The error of this estimation from the empirical estimation 

was about 3.4%. Moreover, both the velocity and temperature boundary layer were 

consistent with the log law of turbulence. Therefore, the 3D solver was validated in both 

the laminar regime and turbulence regime. The evaporation calculation was also validated 

through calculating the flux term.  

Airway wall boundary model  

The 1D airway wall conduction equation was validated with two cases using 

different boundary conditions. The thermal diffusivity for both cases was 1.43×10-07 m2•s-

1, the thermal conductivity was 0.6 W•m-1•K-1, and the thickness of the wall was 5 mm.  

Case 1 used essential boundary condition (EBC) on both sides, with fixed temperature of 

37 ”C on one end and 32 ”C on the other. As shown by the solid lines in Figure 2.3 (c), the 

temperature decreased from the initial temperature of 37 ”C to a linear distribution between 

two boundaries for the steady state solution. In Case 2 one EBC was replaced by a natural 

boundary condition (NBC), which is the same boundary condition as in the airway cases. 

The steady state solution is again a linear function, and the temperature difference between 

the two sides ∆T = 𝑞𝑞" ∙ (𝐿𝐿/𝑘𝑘).  Thus, with q� =600 W•m-2, the final solution of the NBC 

side was 32 ”C. As shown by the dashed line in Figure 2.3 (c), the free end decreased to 

the final solution of 32 ”C, which is consistent with the analytical solution.  

2.2.2 Temperature and humidity distributions 

The predicted 1D and 3D temperature distributions in the airway were validated 

against the measurement data of McFadden et al. (1985). In this previous study the authors 

inserted a probe with seven consecutive sensors, from the nasal cavity through the trachea 
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and along the path marked by the landmarks in Figure 2.1 (d) into the right lower lobe 

(RLL). The spacing between sensors was about 4.3 cm, and the first sensor was placed 

about 2 cm below the glottis. Because the last sensor was placed beyond the most distal 

airways in two of our 3D models, and the fourth sensor malfunctioned, we compared the 

1D and 3D CFD data along the same path using only the data measured from the first five 

normal sensor locations. Figure 2.4 (a)-(d) display the average values of temperature based 

on the three subjects. Both 1D and 3D data are generally consistent with the measurement 

data. A slight discrepancy was found between the most distal measurement point and the 

3D data at end expiration for 30 L/min; the model predicted a temperature about 1 degree 

lower than the experiment. The 1D data shows very little difference between the three 

subjects before entering the AS (see Figure 2.1 (d)), and the 3D data shows that the 

difference between these subjects is generally within 0.3 ”C. The average discrepancies 

between the 1D model and the measurements are 0.28 ”C for 15 L/min and 0.26 ”C for 30 

L/min. The average discrepancies between the 3D model and measurements are 0.24 ”C 

for 15 L/min and 0.27 ”C for 30 L/min.  Besides the measurement data of McFadden et al. 

(1985), Martonen, Rosati, and Isaacs (2013) reported other measurement data that the 

temperature in the trachea mostly varies between 31.2 and 34.5 ”C during inspiration, and 

between 32.6 and 37 ”C during expiration, and the temperature after the carina mostly 

varies between 32.2 and 34. 6 ”C during inspiration, and between 33.7 and 36.0 ”C during 

expiration. For our 3D CFD data, the temperature in the trachea varies between 31.4 and 

34 ”C during inspiration, and 32.8 and 35.0 ”C during expiration, and the temperature after 

the carina varies between 32.1 and 34.4 ”C during inspiration and between 33.5 and 35.8 

”C during expiration. Thus, our CFD data agree with these measurement data as well. 

Figure 2.4 (e)-(h) show the distributions of absolute humidity (water vapor 

concentration) and relative humidity along the same path as in (a)-(d). As both water vapor 

concentration and temperature are passive scalars, their distributions and characteristics are 

quite similar, only differing by the diffusion rate (2.2×10-5 for T and 2.7×10-5 for C). 
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However, relative humidity is quite different. During inspiration, the relative humidity is 

generally above 95% from the glottis, and quickly increases to 100%. The 1D model 

predicted saturation (100% RH) immediately after the carina, whereas the 3D model 

predicted that 100% RH was reached slightly beyond the ORL as marked in Figure 2.1 (d), 

suggesting that unsaturated air penetrates deeper in the 3D airway model. During 

expiration, the relative humidity remained at ~100% in both 1D and 3D model data. As 

relative humidity is determined by local temperature, absolute humidity decreased on 

exhalation due to condensation of water on the ASL. For the same reason, even if both the 

interface and the lumen air were at 100% RH, evaporation or condensation may continue 

to occur because of local temperature and absolute humidity differences. Since absolute 

humidity and temperature exhibit similar distributions, only the temperature data are 

presented in later sections.  

2.2.3 Lumen temperature in 1D trees and 3D central 

airways 

The lumen temperature varies during ventilation. To illustrate this, the spatial 

distributions of 1D and 3D lumen temperatures of subject A for 15 L/min are shown in 

Figure 2.4 and Figure 2.6, respectively, at four time points: peak inspiration, end 

inspiration, peak expiration and end expiration. For the 1D model, the lumen temperature 

gradually increased until reaching the ISBs, which varied in location during ventilation. 

The ISB was located at approximately the 8th-9th generation in the upper lobes. As the lower 

lobes have higher ventilation rates, the ISBs in the lower lobes penetrated as far as the 10th-

12th generations on peak inspiration. 

For the 3D model, the iso-surfaces of 32 ”C and 32.5 ”C on inspiration and those of 

34.5 ”C and 35 ”C on expiration are shown in Figure 2.6. On peak inspiration or expiration, 

the temperature gradient at the ASL-lumen interface is much greater than that on end 

inspiration or expiration, since the airway wall has little time to warm or cool the air. The 
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radial profile of temperature in 3D is not axisymmetric as assumed in 1D. The cold air 

tends to penetrate further into the lower lobes, particularly on peak inspiration, which may 

be attributed to the formation of secondary flows after the inspired air passes over the 

carina. All other cases exhibited similar lumen temperature distributions at the four time 

points. 

2.2.4 Energy transfer at bifurcations 

To inspect the features of secondary flows during inspiration, Figure 2.7 (a) shows 

six streamlines near three bifurcations marked as B1, B2 and B3 in the RLL. The streamline 

passing over B1 is warmed by the inner surface of the bifurcation. The air pressing against 

B1 then moves downstream toward the center of the lumen, impacts on bifurcations B2 and 

B3, and then flows along the surfaces of the respective daughter branches. Figure 2.7 (b) 

shows another example with three bifurcations marked as B4, B5 and B6 in the left upper 

lobe (LUL) with several branches oriented upwards. Similar characteristics as in Figure 

2.7 (a) are still observed. In fact, the same flow pattern begins at the carina where the cold 

high-speed air stream near the lumen center is split at the bifurcation to form secondary 

flows with its cold regions biased toward the inner wall. The cold air flowing along the 

wall is being warmed up much faster than the air in the lumen center. Unlike the 1D model 

that relies solely on diffusion in the radial direction of an axisymmetric profile to warm the 

central cold air, the repeated splitting and warming of cold air streams acts as an efficient 

mechanism of enhancing energy transfer in the 3D airway branching structure.  

2.2.5 Airway wall boundary model 

Figure 2.8 (a) shows the time histories of the 1D ASL-lumen interface temperatures 

(TR) at six selected locations along the path defined in Figure 2.1 (d).  TR was initially set 

at body core temperature. The oscillations correspond to respiratory cycles. The phase-

averaged TR decreases with time until the net energy flux into the lumen is balanced by the 

energy flux through the tissue, when lumen temperature, energy flux and tissue temperature 
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all reach quasi-steady states. TR at a proximal location exhibits greater fluctuations than at 

a distal location. Figure 2.8 (b) shows the time histories of 1D instantaneous energy fluxes 

at three selected locations along the same path as before.  The net energy flux at quasi-

steady state decreases with increasing distance from the top of the trachea, with a net energy 

loss of 190, 112 and 34 J/m2 per cycle at x= 4.3, 17.1 and 27.0 cm, respectively. The higher 

net energy flux (or the net energy loss per cycle) results in lower TR as shown in Figure 2.8 

(a).  Figure 2.8 (c) and (d) show that the 1D and 3D average lumen temperatures, T0, and 

their corresponding interface temperatures, TR, oscillate with flow rate during respiration, 

agreeing with the measurement of Primiano et al. (1988). Figure 2.8 (e) and (f) show that 

the end inspiration (expiration) TR is higher (lower) than the corresponding T0 over the 

entire airways for both 1D and 3D models. The reverse in magnitude of these two 

temperatures (TR>T0 on inspiration vs. TR<T0 on expiration) is an important feature of air 

conditioning in the airways. 

2.2.6. Dimensionless parameters  

The Nu is the ratio of convective to diffusive heat transfer, and the Sh is its 

counterpart for mass transfer. Figure 2.9 (a) and (b) show the distributions of local Nu, Sh 

and Re(D/Dt) along with the proposed correlations: 𝑁𝑁𝑁𝑁= 3.504(𝑅𝑅𝑅𝑅𝐷𝐷𝑎𝑎/𝐷𝐷𝜕𝜕)0.277,𝑅𝑅 =

0.841 and 𝑆𝑆ℎ = 3.652(𝑅𝑅𝑅𝑅𝐷𝐷𝑎𝑎/𝐷𝐷𝜕𝜕)0.268,𝑅𝑅 = 0.825, during peak inspiration for the three 

subjects at three levels of minute ventilation. Da is the local equivalent diameter computed 

as 𝐷𝐷𝑎𝑎 = (4𝐴𝐴𝐿𝐿 π⁄ )1/2, where AL=local cross-sectional area, Dt is the equivalent diameter of 

trachea, and 𝑅𝑅𝑅𝑅 = 4𝑓𝑓𝑡𝑡𝑅𝑅 𝜋𝜋𝜈𝜈𝐷𝐷𝑎𝑎⁄ , where flr is the local flow rate at peak inspiration. The 

correlation proposed by Zhang and Kleinstreuer (2003) is also displayed for comparison 

with 𝑅𝑅 = 0.641 for Nu and 𝑅𝑅 = 0.624 for Sh. Figure 2.9 (c) and (e) show that the Nu and 

Sh values predicted by the proposed correlations are overall more consistent with the 3D 

CFD computed values than those predicted by Zhang et al. in Figure 2.9 (d) and (f).  
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2.3 Discussion 

2.3.1 1D vs. 3D 

The main objective of this study was to develop a subject-specific 3D model for 

study of heat and mass transfer in the human airways. The corresponding 1D model was 

utilized to provide necessary initial and boundary conditions for the 3D model. 

Mathematically, the 1D model includes convection and diffusion in the axial direction, but 

it only includes diffusion in the radial direction with assumed radial velocity and scalar 

profiles. These profiles take the axisymmetric form of 𝛷𝛷(𝑅𝑅) = 𝛷𝛷𝑅𝑅 + (𝛷𝛷0 − 𝛷𝛷𝑅𝑅) �1 −

�𝑟𝑟
𝑅𝑅
�
𝜃𝜃
� ,𝛷𝛷 = 𝑇𝑇,𝐶𝐶, 𝑣𝑣𝑅𝑅 𝑈𝑈, where θ is empirically determined to fit measurement data. As the 

average lumen temperature strongly depends on the ASL-lumen interface temperature, 

with an interface temperature profile that lies between the temperature profiles at end 

inspiration and end expiration as shown in Figure 2.8 (e) and (f), both 1D and 3D models 

can reasonably predict scalar transport along the axial direction as shown in Figure 2.4. 

Nonetheless, the 3D model reveals local non-axisymmetric distributions of temperature 

and water vapor concentration due to secondary flows in a complex airway geometry, 

which are essential in accurate estimation of local energy flux and water loss rate. In 

particular, the 3D model creates relatively large gradients of temperature and water vapor 

concentration at bifurcations that enhance heat and mass flux. Therefore, as inspired air 

traverses down the airways it is heated and humidified at a faster rate than is represented 

by the 1D model, not only because airway surface area increases, but also because the 

central cold air streams are repeatedly split and effectively warmed up by the surface at the 

bifurcations. The above 3D mechanism is important in predicting water loss from the 

epithelial cells in different regions, which contributes to the overall energy loss as latent 

heat. This cannot be modeled using a standard 1D approach. For example, consider the 

water loss rate (defined as the net water loss per area per min) in the CT-resolved airways 

at 15 L/min. For the three 3D cases, the average water loss rates at generation (1, 2, 3, 4, 
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5, 6) show an increase of (17.7, 25.0, 40.4, 33.4, 39.7, 40.9) % with respect to the rate at 

the trachea, due to the above mechanism. In contrast, for the three 1D cases the average 

water loss rates at generation (1, 2, 3, 4, 5, 6) show a decrease of (51.6, 60.0, 66.8, 71.1, 

73.4) % with respect to the rate at the trachea. Note that the trachea is still responsible for 

most of the air conditioning compared with any other generation in both the 1D and 3D 

models due to its greater surface area, but the thermal input (or the net water loss) into local 

individual cells are much higher in the 2nd to 6th generations of the 3D model because of 

secondary flows. Without capturing this 3D phenomenon, the 1D model predicts the 

opposite trend. Moreover, as shown in Figure 2.6 (a) and (b), the secondary flow at the 

carina also results in distributing a greater portion of cold air into the lower lobes. As a 

result, the lower lobes may condition more cold air in the 3D model than the 1D model. 

2.3.2 Inter-subject variability  

The subject-specific ventilation distribution influences the temperature and 

humidity distributions. The higher the local ventilation, the more air that needs to be 

conditioned in a given amount of time. As shown in Figure 2.5 for the 1D results, the ISBs 

in the lower lobes are located more distally than in the upper lobes because of the higher 

local ventilation in the lower lobes. The 3D results show similar trends, as the lumen 

temperature in the upper lobes increases faster than in the lower lobes (see Figure 2.6). 

However, as all three subjects have relatively large air ventilation to the lower lobes, the 

inter-subject differences in average temperature and humidity at end inspiration and 

expiration along the path are only ~0.3 ”C and 1.5 g/m3. It is worth noting that even though 

the subject-specific geometry and boundary conditions might not have a significant 

influence on the bulk temperature and humidity distributions considered here, its 

importance is reflected in the local gradient terms found in the calculation of heat and mass 

fluxes. For example, considering the water loss rate of the three 15 L/min cases, the inter-

subject variability in each generation (up to the 6th generation) is around 10% to 20% for 
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