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Preface 

Motivation 

It is now possible to build powerful single-processor and multiprocessor systems 
and use them efficiently for data processing, which has seen an explosive ex­
pansion in many areas of computer science and engineering. One approach to 
meeting the performance requirements of the applications has been to utilize the 
most powerful single-processor system that is available. When such a system 
does not provide the performance requirements, pipelined and parallel process­
ing structures can be employed. The concept of parallel processing is a depar­
ture from sequential processing. In sequential computation one processor is in­
volved and performs one operation at a time. On the other hand, in parallel 
computation several processors cooperate to solve a problem, which reduces 
computing time because several operations can be carried out simultaneously. 
Using several processors that work together on a given computation illustrates a 
new paradigm in computer problem solving which is completely different from 
sequential processing. From the practical point of view, this provides sufficient 
justification to investigate the concept of parallel processing and related issues, 
such as parallel algorithms. Parallel processing involves utilizing several factors, 
such as parallel architectures, parallel algorithms, parallel programming lan­
guages and performance analysis, which are strongly interrelated. 

In general, four steps are involved in performing a computational problem in 
parallel. The first step is to understand the nature of computations in the specific 
application domain. The second step involves designing a parallel algorithm or 
parallelizing the existing sequential algorithm. The third step is to map the par­
allel algorithm into a suitable parallel computer architecture, and the last step 
involves writing the parallel program utilizing an applicable parallel program­
ming approach. 

Parallel Processing 

Parallel processing is making a tremendous impact in many areas of computer 
applications. A growing number of applications in science, engineering, busi­
ness and medicine are requiring computing speeds that hardly can be achieved 
by the current conventional computers. These applications involve processing 
huge amount of data or performing a large number of iterations. Parallel proc-
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essing is one of the approaches known today which would help to make these 
computations feasible. It includes the study of parallel architectures and algo­
rithms. 

Another reason to utilize parallel processing whose importance has been 
recognized can be illustrated by the real-time applications. In a real-time appli­
cation a computer needs certain data from the other resources in order to solve a 
computational problem. The system receives data from several resources at the 
same time and it is not feasible to store data arriving from the resources for later 
processing, because the data become meaningless if not used immediately. The 
foregoing applications are representative of a host of situations in which the 
probability of success in performing a computational task is increased through 
the use of a parallel computer utilizing parallel processing. Many factors con­
tribute to the performance of parallel systems, such as interaction among proces­
sors, hardware architecture and parallel programming approach. 

Parallel Algorithms 

The most important ingredient for parallel processing is parallel algorithms or 
parallel solution methods, and there has been considerable interest in the devel­
opment of parallel algorithms. Given a problem to be solved in parallel, a par­
allel algorithm describes how the problem can be solved on a given parallel ar­
chitecture by dividing the problem into subproblems, by communicating among 
processors, and by joining the partial solutions to produce the final result. 

Several rough taxonomies of parallel architectures and parallel languages are 
beginning to emerge, but there remains a lack of understanding of how to clas­
sify parallel algorithms and applications and how a class of parallel algorithms 
relates to a given architecture or programming language, or even to another 
class of parallel algorithms. 

A good parallel algorithm results from looking for parallelism that might be 
inherent in a sequential algorithm for a given problem. For example, algorithms 
based on divide-and-conquer strategy usually have an inherent parallel nature. 

There are two approaches in designing parallel algorithms with respect to the 
number of processors available. The first is to design an algorithm in which the 
number of processors utilized by the algorithm is an input parameter, which 
means that the number of processors does not depend on the input size of the 
problem. The second approach is to allow the number of processors used by the 
parallel algorithm to grow with the size of the input, which means that the num­
ber of processors is not an input parameter but is a function of the input size. By 
using a division-of-Iabor scheme, an algorithm designed utilizing the second ap­
proach can always be converted into an algorithm suitable for the first approach. 

A number of constraints arise in the design of parallel algorithms which are 
not present in the design of sequential algorithms. These constraints have to be 
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highlighted together with the development of various performance measures for 
parallel algorithms. 

Parallel Programming Languages 

It has become clear in recent years that parallel programming is a subject of 
study in its own right, primarily because it is now recognized that the use of 
parallelism can be beneficial as much to the applications programmer as to the 
systems programmer. 

The parallel programming languages are based on two categories, parallel 
programming abstractions that are based on mutual exclusion of access to an in­
dividual memory location and those that raise the level of abstraction to proc­
esses which communicate by sending messages to each other. Sending a mes­
sage is a higher level action that can be implemented on physically distributed 
processors. 

Each parallel programming approach suggests a particular hardware con­
figuration which best matches its language primitives. In designing primitives 
for programming, a wide variety of issues must be considered, Asynchronous 
programming can be used for programming multiprocessors or distributed sys­
tems whereas synchronous parallel solutions are suitable for use on array and 
vector processors. 

Book Organization 

This book advocates the concept of parallel processing and parallel algorithms. 
It aims to cover well one aspect of the analysis of parallel computers, which is 
the essence of the architectures. It attempts to cover the relationship between 
parallel programming approaches and machines, or algorithms and architec­
tures. 

Chapter 1 (Computer Architecture) establishes a hardware theme that runs 
through the book. Since a knowledge of architecture features helps in the expla­
nation of some of the programming concepts, a broad hardware overview is 
given in this chapter which covers the basic parallel computer architectures. 

Chapter 2 (Components of Parallel Computers) introduces primitives of par­
allel computers, including memory, interconnection networks, compilers, oper­
ating systems and input/output constraints. 

Chapter 3 (Principles of Parallel Programming) examines the principles of 
parallel programming with regard to issues that are involved, such as message 
passing compared with shared-address-space parallelism, mapping the algo­
rithms into specific architectures, level of parallelism and granularity problems. 
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Chapter 4 (Parallel Programming Approaches) covers different parallel pro­
gramming languages for transforming sequential programs into parallel forms. 
The parallel programming approaches are used in different parallel systems. 

Chapter 5 (Principles of Parallel Algorithm Design) focuses on the structure 
of the parallel algorithms with regard to design, performance measures and 
complexities. The theory of parallel algorithms is becoming very important in 
the area of parallel processing. So, from the theory's point of view, this issue 
provides a challenging range of problems with new rules for the design and 
analysis of algorithms. 

The next three chapters are dedicated to a variety of parallel algorithms. We 
have selected the important area of interest in the field of parallel processing 
which concentrates on determining and taking advantage of the inherently par­
allel nature of the problems. In this regard we essentially concentrate on prob­
lems which are known to have efficient parallel solutions. 

Chapter 6 (Parallel Graph Algorithms) treats a variety of parallel graph algo­
rithms. The chapter is devoted to a discussion of a number of basic graph prob­
lems and presents the design and analysis of efficient parallel algorithms for 
them. 

Chapter 7 (Parallel Search Algorithms) focuses on the most prominent 
search methods. In this chapter, we deal with two basic problems concerned 
with finite lists of elements in the context of parallel processing. These are the 
problems of selection and searching. 

Chapter 8 (Parallel Computational Algorithms) deals with computational al­
gorithms that are of fundamental importance in scientific computations. We in­
formally classify parallelism in computational algorithms demonstrating various 
types of parallelism such as matrix multiplication and systems of linear equa­
tions. 

Chapter 9 (Data flow and Functional Programming) describes data flow 
computing, which is a fundamentally different issue in parallel processing and 
can be achieved by data flow languages. The purpose of this contribution is to 
deal with the architecture of data flow computers. SISAL is a functional lan­
guage with no explicit parallel control constructs, but its data types and its con­
structs for expressing parallelism and operations are specifically chosen to pro­
duce efficient code for large-scale scientific computations. 

Chapters 10 (Asynchronous Parallel Programming) focuses on asynchronous 
computations when all program fragments are initially regarded as parallel, in­
dependent and unordered. Any constraint on their interactions is formulated as 
explicit or implicit individual conditions associated with fragments. The chapter 
introduces three different languages, of which Modula-2 is used in hybrid sys­
tems of SIMD-MIMD computers. 

Chapter 11 (Data Parallel Programming) introduces a high-level notation 
that simplifies parallel programming and enhances portability. This provides 
compilers with enough information to allow them to generate efficient parallel 
code for both shared-memory multiprocessors and distributed-memory multi­
computers. The languages presented are Dataparallel C, a variant of the original 
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C* language developed by Thinking Machines Corporation and Fortran 90, 
which has vector and array operations. 

Chapter 12 (Artificial Intelligence and Parallel Processing) discusses knowl­
edge processing, which is a fast-growing area of computer science and engi­
neering and how the processing speed of rule-based expert systems may be in­
creased by utilizing parallel processing. We discuss Concurrent Prolog as a 
parallel logic language and Multilisp, which is a modification of an existing lan­
guage (Lisp). The basic idea behind Multilisp is parallel expression evaluation. 

Audience 

The intended audience includes advanced undergraduate and beginning graduate 
students as well as anyone interested in the wonder of parallel processing. Some 
knowledge of design and analysis of algorithms is helpful but is not necessary. 
The book provides many references from which such background can be ob­
tained. 

Features 

Some of the book's most distinctive features are: 

• It covers the majority of the important approaches in parallel process­
ing and algorithms. 

• The book raises a number of research issues. This indicates that the 
book may serve as a source of inspiration for students and researchers 
who want to.be engaged in the area of parallel processing. 

• One of the most important features provided is to enhance the reader's 
ability to create new algorithms or to modify existing algorithms in or­
der to make them suitable for parallel processing. 

• Since parallel algorithms and parallel processing are treated in separate 
sections, one is able to study as much of the parallel material as desired 
and use the book in the design and analysis of algorithms or principles 
of parallel processing. 

• A comparison of the different parallel programming languages and ar­
chitectures is presented to address the efficiency and applicability of 
the languages withregard to the processing environment. 
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