
Experimental Evaluation of
Wireless Simulation Assumptions

David Kotz
Dept. of Computer Science

Dartmouth College
Hanover, NH 03755, USA

dfk@cs.dartmouth.edu

Calvin Newport
Dept. of Computer Science

Dartmouth College
Hanover, NH 03755, USA

Calvin.Newport@alum.dartmouth.org

Robert S. Gray
Thayer School of Engineering

Dartmouth College
Hanover, NH 03755, USA

rgray@ists.dartmouth.edu

Jason Liu
Dept. of Mathematical and

Computer Sciences
Colorado School of Mines
Golden, CO 80401, USA

jasonliu@mines.edu

Yougu Yuan
Dept. of Computer Science

Dartmouth College
Hanover, NH 03755, USA

yuanyg@cs.dartmouth.edu

Chip Elliott
BBN Systems and

Technologies
Cambridge, MA 02138, USA

celliott@bbn.com

ABSTRACT
All analytical and simulation research on ad hoc wireless networks
must necessarily model radio propagation using simplifying as-
sumptions. We provide a comprehensive review of six assumptions
that are still part of many ad hoc network simulation studies, de-
spite increasing awareness of the need to represent more realistic
features, including hills, obstacles, link asymmetries, and unpre-
dictable fading. We use an extensive set of measurements from a
large outdoor routing experiment to demonstrate the weakness of
these assumptions, and show how these assumptions cause simu-
lation results to differ significantly from experimental results. We
close with a series of recommendations for researchers, whether
they develop protocols, analytic models, or simulators for ad hoc
wireless networks.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless communi-
cation; C.2.5 [Computer-Communication Networks]: Local and
Wide-Area Networks; I.6 [Computing Methodologies]: Simula-
tion and Modeling

General Terms
Measurement

Keywords
Wireless network, Wi-Fi, 802.11, ad hoc network, MANET, mobile
computing, network simulation, experiment, measurement.
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1. MOTIVATION
Mobile ad hoc networking (MANET) has become a lively field

within the past few years. Since it is difficult to conduct experi-
ments with real mobile computers and wireless networks, nearly
all published MANET articles are buttressed with simulation re-
sults. Many such simulations may be based on overly simplistic
assumptions, however; a recent article inIEEE Communications
warns that “An opinion is spreading that one cannot rely on the
majority of the published results on performance evaluation stud-
ies of telecommunication networks based on stochastic simulation,
since they lack credibility” [10]. It then proceeded to survey 2200
published network simulation results to point out systemic flaws.

Although not every simulation study needs to use the most de-
tailed radio model available, nor explore every variation in the wide
parameter space afforded by a complex model, there are real risks
to protocol designs based on overly simple models of radio propa-
gation. As the nodes move in an ad hoc network, the connectivity
graph changes over time, but these changes depend significantly on
variations in the range due to antenna differences, elevation (ex-
tending range), and obstacles (restricting range).

We recognize that the MANET research community is increas-
ingly aware of the limitations of its simplifying assumptions. Our
goal in this paper is to make a constructive contribution to the
MANET community by a) clearly identifying these assumptions
and quantitatively demonstrating their weaknesses, b) comparing
simulation results to experimental results to identify how simplis-
tic radio models can lead to misleading results in ad hoc network
research, c) contributing a real dataset that should be easy to in-
corporate into simulations, and d) listing recommendations for the
designers of protocols, models, and simulators.

Due to limited space, this paper presents only the main points.
We present all of the details in an extended Technical Report [6].

2. MODELS USED IN RESEARCH
The simplest radio models are based on distance across flat ter-

rain; radio communications are received perfectly within some cir-
cular “range” and not at all outside of that range. Real radios, in-
cluding those used in the popular Berkeley Motes, demonstrate a
strikingly non-uniform non-circular behavior [3, 13]. With real ra-
dios, spatial or temporal signal fluctuations may cause rapid changes
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in network connectivity. Many algorithms and protocols may per-
form much more poorly under such dynamic conditions; some may
even fail to converge and thus fail to work. More realistic models
take into account antenna height and orientation, terrain and obsta-
cles, surface reflection and absorption, and so forth. Simple radio
models fail to explore these critical realities that can dramatically
affect performance and correctness [3, 2, 13].

We surveyed a set of MobiCom and MobiHoc proceedings from
1995 through 2003. We inspected the simulation sections of every
article in which RF modeling issues seemed relevant, and catego-
rized the approach into one of three bins:Flat Earth, Simple, and
Good. Even in the best years, the Simple and Flat-Earth papers
significantly outnumbered the Good papers [6].

Flat Earth models are based on Cartesian X–Y proximity, that
is, nodesA andB communicate if and only if nodeA is within some
horizontal distance of nodeB.

Simple modelsare, almost without exception,ns-2 models us-
ing the CMU 802.11 radio model [1]. This model provides what
has sometimes been termed a “realistic” radio propagation model.
Indeed it is significantly more realistic than the “Flat Earth” model,
e.g., it models packet delay and loss caused by interference rather
than assuming that all transmissions in range are received perfectly.
We still call it a “simple” model, however, because it embodies
many of the questionable axioms we detail below.

The two-ray ground-reflection model considers both the direct
and ground-reflected propagation paths between transmitter and re-
ceiver; it is better, but not well suited to most MANET simulations.

More recently,ns-2 added a third, “shadowing” model [7], to
account for indoor obstructions and outdoor shadowing via a prob-
abilistic model [1]. The problem is that this model does not con-
sider correlations: a real shadowing effect has strong correlations
between two locations that are close to each other.

Although there are better radio models forns-2 and other sim-
ulators (OpNet is one commercial example), most of the research
literature usesns-2 with simple models.

Good modelshave plausible RF propagation treatment. In gen-
eral, these models are used in papers coming from the cellular tele-
phone community, and concentrate on the exact mechanics of RF
propagation. Of course, the details of RF propagation are not al-
ways essential in good network simulations; most critical is the
overall realism of connectivity and changes in connectivity (Are
there hills? Are there walls?).

In this paper we address the research community interested in
ad hoc routing protocols and other distributed protocols at the net-
work layer. The network layer rests on the physical and medium-
access (MAC) layers, and its behavior is strongly influenced by
their behavior. Indeed many MANET research projects consider
the physical and medium-access layer as a single abstraction, and
use simple axioms to model their combined behavior. We take this
network-layer point of view through the remainder of the paper. In
the next two sections we show that 1) simple axioms do not ad-
equately describe the network-layer’s view of the world, and that
2) the use of these axioms leads simulations to results that differ
radically from reality.

3. AXIOMS AND REALITY
We see six axioms in common use:

0: The world is flat.
1: A radio’s transmission area is circular.
2: All radios have equal range.
3: If I can hear you, you can hear me (symmetry).
4: If I can hear you at all, I can hear you perfectly.
5: Signal strength is a simple function of distance.

To study these axioms and their impact on simulation studies, we
use data collected from a large MANET experiment in which 33
laptops with WiFi network cards roamed a field for over an hour
while exchanging broadcast beacons and operating different ad hoc
routing protocols [4]. Although our experiment represents just one
environment, it serves our purpose to demonstrate that the axioms
are untrue even in a simple environment, and that fairly sophisti-
cated simulation models were necessary for reasonable accuracy.
Indeed, our work represents the first detailed study of wireless as-
sumptions that uses large-scale experimental data and correspond-
ing simulation results for the same routing protocols.

We provide a full description of the experimental conditions and
the data collected in a companion paper [4] and our Technical Re-
port [6]. Briefly, each laptop periodically recorded its position (lat-
itude, longitude and altitude) according to an attached GPS device,
andbroadcasta beacon containing its current position (as well as
the last known positions of the other laptops). Every laptop receiv-
ing a beacon sent aunicast acknowledgmentto the beacon sender
via UDP. We use extensive log files, containing positions and data
about beacons sent and received, to examine the axioms.

Axiom 0: The world is flat.
Common stochastic radio propagation models assume a flat earth,

and yet clearly the Earth is not flat. We need no data to “dis-
prove” this axiom. Even at the short distances considered by most
MANET research, hills and buildings present obstacles that dra-
matically affect wireless signal propagation. Furthermore, the wire-
less nodes themselves are not always at ground level; indeed, Gaert-
ner and Cahill noted a significant change in link quality between
ground-level and waist-level nodes [2]. Furthermore, it is not un-
common to see two nodes in a multi-story building deployed at the
samex,y location, but on different floors.

Axiom 1: A radio’s transmission area is circular.
Axiom 2: All radios have equal range.

The signal coverage area of a radio is far from simple. Not only is
it neither circular nor convex, it often is non-contiguous. We com-
bine the above two intuitive axioms into a more precise, testable
axiom that corresponds to the way the axiom often appears (im-
plicitly) in MANET research.

Testable Axiom 1. The success of a transmission from one radio to
another depends only on the distance between radios.

Although it is true that successful communication usually be-
comes less likely with increasing distance, there are many other
factors. For example, the probability of a beacon packet being
received by nearby nodes depends strongly on the angle between
sender and receiver antennas. In our experiments, we had each stu-
dent carry their “node,” a closed laptop, under their arm with the
wireless interface (an 802.11b device in PC-card format) sticking
out in front of them. By examining successive location observa-
tions for the node, we compute the orientation of the antenna (wire-
less card) at the time it sent or received a beacon. Figure1 shows
how the beacon-reception probability varied with angle. In each
bucket, the reception probability is the fraction of beacons received
out of beacons sent to nodes within that range of angles, regardless
of distance.

Axiom 3: If I can hear you, you can hear me (symmetry).
Testable Axiom 3: If an unacknowledged message from A to B

succeeds, an immediate reply from B to A succeeds.

This wording adds a sense of time, since it is clearly impossible
(in most MANET technologies) forA andB to transmit at the same
time and result in a successful message. SinceAandBmay be mov-
ing, it is important to consider symmetry over a brief time period
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Figure 1: The probability of beacon reception as a function of
the two angles, the angle between the sender’s antenna orienta-
tion and the receiver’s location, and the angle between the re-
ceiver’s antenna orientation and the sender’s location. In this
plot, we divide the angles into buckets of 45 degrees each.
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Figure 2: The conditional probability of symmetric beacon re-
ception as it varied with the distance between two nodes.

beforeA andB have not moved apart. Our nodes sent a beacon ev-
ery three seconds; thus whenever a nodeB received a beacon from
nodeA, we checked to see whetherB’s beacon acknowledgement
was also received by nodeA; if so, we said the link was symmetric.

Figure2 shows the conditional probability of symmetric beacon
reception. The probability was never much more than 0.8, most
likely due to MAC-layer collisions between beacons. At higher
distances, a lower reception probability leads to a lower joint prob-
ability (of a beacon arriving fromA to B and then another fromB
to A) and thus a lower conditional probability.

Significant asymmetry can arise from differences in transmission
power (purposeful or otherwise). Marina and Das, for example,
consider three different variable transmission-power models; they
determine that using the resulting unidirectional links offers little
routing benefit, and that those links should be removed from con-
sideration when constructing routes [9].

Axiom 4: If I can hear you at all, I can hear you perfectly.

Testable Axiom 4: The reception probability distribution over
distance exhibits a sharp cliff; that is, under some threshold

distance (the “range”) the reception probability is 1 and beyond
that threshold the reception probability is 0.

Looking at Figure3, we see that the beacon-reception proba-
bility does indeed fade with the distance between the sender and
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Figure 3: The average and standard deviation of reception
probability across all nodes.
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Figure 4: Signal strength and distance were poorly correlated.
We show the mean signal strength as a heavy dotted line.

the receiver, rather than remaining near 1 out to some clearly de-
fined “range” and then dropping to zero. There is no visible “cliff.”
The commonns-2 model, however, assumes that frame transmis-
sion is perfect, within the range of a radio, and as long as there are
no collisions. Althoughns-2 provides hooks to add a bit-error-
rate (BER) model, these hooks are often unused. More sophis-
ticated models do exist, particularly those developed by the Glo-
MoSim project (and commercialized by QualNet), and can be used
to explore how sophisticated channel models affect simulation out-
comes.

Axiom 5: Signal strength is a simple function of distance.
Rappaport [11] notes that the average signal strength should fade

with distance according to a power-law model. While this is true,
one should not underestimate the variations in a real environment
caused by obstruction, reflection, refraction, and scattering.

Testable Axiom 5: We can find a good fit between a simple
function and a set of (distance, signal strength) observations.

To examine this axiom, we consider only received beacons, and
use the recipient’s signal log to obtain the signal strength associated
with that beacon. We found that the power-law model was a good
fit for the meanbeacon signal strength observed during the experi-
ment as a function of distance [6], validating Rappaport’s observa-
tion. When we turn our attention to the signal strength of individual
beacons, however, as shown in Figure4, there clearly is no simple
(non-probabilistic) function that will adequately predict the signal
strength of an individual beacon based on distance alone.

4. IMPACT
We demonstrate above that the axioms are untrue, but a key ques-

tion remains: what is the effect of these axioms on the quality of

80



simulation results? In this section, we begin by comparing the re-
sults of our outdoor experiment with the results of a best-effort sim-
ulation model, and then progressively weaken the model by assum-
ing some of the axioms. We thus quantify the impact of the axioms
on the simulated behavior of routing protocols.

While others have used simulation to explore the impact of dif-
ferent radio propagation models [12, 13], we used the same pro-
tocol implementation in both the experiment and our simulator [8],
and used a large number of nodes in the outdoor experiment [4]. By
extending the simulator to read the node mobility and application-
level data logs generated by the real experiment, we were able to
reproduce the same traffic in simulation as in the real experiment,
and compare the results directly.

Our best model. The signal propagation model is a stochastic
model that captures radio signal attenuation as a combination of
small-scale fading and large-scale fading. For our simulation, given
the light traffic used in the real experiment, we used a simple SNR
threshold approach instead of a more computational intensive BER
approach. For the propagation model, we chose 2.8 as the distance
path-loss exponent and 6 dB as the shadow fading log normal stan-
dard. (These values, which must be different for different types of
terrain, produce signal propagation distances consistent with our
observations from the real network.) To this we add a detailed
802.11 model, with parameters chosen to match the settings of our
real wireless cards.

Note that our “best” model assumes some of the same axioms
(namely flat earth, omni-directional radio propagation length, and
symmetry) we discount in the preceding section! Because this
model sufficiently matches the experiment results, it is clear that
the stochastic model with proper parameters can provide a close
approximation to the radio propagation environment of the envi-
ronment we used for our outdoor experiment. Nonetheless, this
model is sufficient for the purposes of this paper, because we can
still demonstrate how the other axioms may affect performance.

Simpler models.Next we weakened our simulator by introducing
a simpler signal propagation model. We used the distance path-loss
component from the previous model, but disabled the variations in
the signal receiving power introduced by the stochastic processes.
In this study, we chose to use the two-ray ground reflection model
since its signal travel distance matches observations from the real
experiment. This weaker model assumes Axiom 4: “If I can hear
you at all, I can hear you perfectly.” Without variations in the chan-
nel, all signals travel the same distance, and successful reception is
subject only to the state of interference at the receiver.

Finally, we consider a third model that further weakens the simu-
lator by assuming that the radio propagation channel isperfect. The
perfect-channel model represents an extreme case where the wire-
less network model introduces no packet loss from interference or
collision, and the reception decision is based solely on distance.

The Results.Consider the reception ratio of the beacon messages,
shown in Figure5. Compared with the two simple models, our
best model is a better fit for the real experiment results. The sharp
cliff in the beacon reception ratio curve, seen in both of the sim-
pler models, simply does not exist in reality; the better propagation
model was a critical feature.

Now consider the effect of different simulation models on the
overall performance of the AODV routing algorithm. Figure6
shows the packet delivery ratio, as we varied the application traf-
fic intensity by adjusting the average packet inter-arrival time at
each node. The real experiment’s result is represented by a single
point (42.3% rather than 46.8% in simulation with our best model).
We saw similar behavior for the APRL and ODMRP routing algo-

 0%

20%

40%

60%

80%

100%

 0  50  100  150  200  250  300

B
ea

co
n 

re
ce

pt
io

n 
ra

tio

Distance (in meters)

real experiment
best model
no variations
perfect channel

Figure 5: The beacon reception ratio at different distances be-
tween the sender and the receiver. The probability for each dis-
tance bucket is plotted as a point at the midpoint of its bucket.

 0%

10%

20%

30%

40%

50%

60%

70%

80%

 30  10  3  1  0.3

P
ac

ke
t d

el
iv

er
y 

ra
tio

Avg packet inter-arrival time (seconds in log-scale)

real experiment
best models
no variations
perfect channel

Figure 6: Packet delivery ratios for AODV.

rithms [6]; in both cases, the best simulation came even closer to
the experimental delivery ratio. Clearly, routing performance was
significantly exaggerated by the simpler models. In those models,
the simulated wireless channel was much more resilient to errors
than the real network, since there were no spatial or temporal fluc-
tuations in signal power. Without variations, the signals had a much
higher chance to be successfully received, and in turn, there were
fewer route invalidations, and more packets were able to find routes
to their intended destinations.

Earlier, others studied the effect of detail in radio propagation
models on wireless network simulations [5]. In particular, they
found that simple radio models can sometimes be effective in cases
where either the applications or the metrics describing the applica-
tions are insensitive to the abstractions in lower layers. They use
radio-based localization and robot following problems as case stud-
ies to support this claim.

5. CONCLUSIONS, RECOMMENDATIONS
Hundreds of research papers have presented simulation results

for mobile ad hoc networks, but the great majority of these papers
rely on overly simplistic assumptions of how radios work. Many
widely used radio models embody the following set of axioms: the
world is two dimensional; a radio’s transmission area is roughly
circular; all radios have equal range; if I can hear you, you can hear
me; if I can hear you at all, I can hear you perfectly; and signal
strength is a simple function of distance.

Others have noted that real radios are much more complex than
the simple models used by most researchers [10], and that these
complexities have a significant impact on the behavior of MANET
protocols and algorithms [3, 13]. In this paper, we enumerate the
set of common assumptions used in MANET research, and present
an experiment that strongly contradicts these “axioms,” and demon-
strate the impact of these assumptions on simulation results.
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We conclude with a series of recommendations,
...for the MANET research community:

1. Choose the target environment carefully, clearly list the as-
sumptions about that environment, choose a simulator that sup-
ports models and conditions that match those assumptions, and
report the results of the simulation in the context of those as-
sumptions and conditions.

2. Use a realistic stochastic model when verifying a protocol, or
comparing a protocol to existing protocols. The model should
exhibit important properties of the wireless environment under
study, including asymmetric links (e.g., whereA can hearB
but not vice versa) and some time-varying fluctuations in link
quality.

3. Simulation should explore a range of model parameters since
the effect of these parameters is not uniform across protocols.

4. Consider three-dimensional terrain, with moderate hills and
valleys, and corresponding radio propagation effects.

5. Use real data as input to simulators, where possible. For exam-
ple, using our data as a “snapshot” of a realistic ad hoc wire-
less network, researchers should verify whether their protocols
form networks as expected.

...for simulation and model designers:

1. Allow protocol designers to run the same code in the simula-
tor as they do in a real system, making it easier to compare
experimental and simulation results. We did this in SWAN [8].

2. Develop a simulation infrastructure that encourages the explo-
ration of a range of model parameters.

3. Develop a range of propagation models that suit different envi-
ronments, and clearly define the assumptions underlying each
model. Models encompassing both physical and data-link layer
need to be especially careful.

4. Support the development of standard terrain and mobility mod-
els, and formats for importing real terrain data or mobility
traces into the simulation.

...for protocol designers:

1. Consider carefully the assumptions of lower layers. In our ex-
perimental results, we found that the success of a transmission
between radios depends on many factors that cannot be accu-
rately modeled, predicted or detected at the speed necessary to
make per-packet routing decisions.

2. Develop protocols that adapt to environmental conditions.

3. Explore the costs and benefits of control traffic; consider care-
fully whether extra control traffic is worth the interference price.

Availability. Our simulator and our dataset is available to the
research community. The dataset, including the actual position
and connectivity measurements, would be valuable as input to fu-
ture simulation experiments. The simulator contains several radio-
propagation models.
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