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Preface 

A key issue in the design of control systems has long been the robustness 
of the resulting closed-loop system. This has become even more critical as 
control systems are used in high consequence applications in which certain 
process variations or failures could result in unacceptable losses. Appropri- 
a.tely, the focus on this issue has driven the design of many robust nonlinear 
control techniques that compensate for system uncertainties. 

At the same time neural networks and fuzzy systems have found their 
wa.y into control applications and in sub-fields of almost every engineering 
discipline. Even though their implementations have been rather ad hoc 
at times, the resulting performance has continued to excite and capture 
the attention of engineers working on today’s “real-world” systems. These 
results have largely been due to the ease of implementation often possible 
when developing control systems that depend upon fuzzy systems or neural 
networks. 

In this book we attempt to merge the benefits from these two approaches 
to control design (traditional robust design and so called “intelligent con- 
trol” approaches). The result is a control methodology that may be verified 
with the mathematical rigor typically found in the nonlinear robust control 
a,rea while possessing the flexibility and ease of implementation tradition- 
ally associated with neural network and fuzzy system approaches. Within 
this book we show how these methodologies may be applied to state feed- 
ba’ck, multi-input multi-output (MIMO) nonlinear systems, output feed- 
ba’ck problems, both continuous and discrete-time aSpplicaNtions, and even 
decentralized control. We attempt to demonstra,te how one would apply 
these techniques to real-world systems through both simulations and ex- 
perimental settings. 

This book has been written at a first-year gradua,te level and assumes 
some fa,miliarity with basic systems concepts such as state variables and 
sta.bility. The book is appropriate for use as a. text book a#nd homework 
problems have been included. 
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Organization of the Book 

This book has been broken into four main parts. The first part of the book 
is dedicated to background material on the stability of systems, optimiza- 
tion, and properties of fuzzy systems and neural networks. In Chapter 1 
a brief introduction to the control philosophy used throughout the book is 
presented. Chapter 2 provides the necessary mathematical background for 
the book (especially needed to understand the proofs), including stability 
and convergence concepts and methods, and definitions of the notation we 
will use. Chapter 3 provides an introduction to the key concepts from neural 
networks and fuzzy systems that we need. Chapter 4 provides an introduc- 
tion to the basics of optimization theory and the optimization techniques 
that we will use to tune neural networks and fuzzy systems to achieve the 
estimation or control tasks. In Chapter 5 we outline the key properties 
of neural networks and fuzzy systems that we need when they are used as 
approximators for unknown nonlinear functions. 

The second part of the book deals with the state-feedback control prob- 
lem. We start by looking at the non-adaptive case in Chapter 6 in which 
an introduction to feedback linearization and backstepping methods are 
presented. It is then shown how both a direct (Chapter 7) and indirect 
(Chapter 8) adaptive approach may be used to improve both system ro- 
bustness and performance. The application of these techniques is further 
explained in Chapter 9, which is dedicated to implementation issues. 

In the third part of the book we look at the output-feedback problem in 
which all the plant state information is not available for use in the design 
of the feedback control signals. In Chapter 10, output-feedback controllers 
are designed for systems using the concept of uniform complete observ- 
ability. In particular, it is shown how the separation principle may be 
used to extend the approaches developed for state-feedback control to the 
output-feedback case. In Chapter 11 the output-feedback methodology is 
developed for adaptive controllers applicable to systems with a great degree 
of uncertainty. These methods are further explained in Chapter 12 where 
output-feedback controllers are designed for a variety of case studies. 

The final part of the book addresses miscellaneous topics such as discrete- 
time control in Chapter 13 and decentralized control in Chapter 14. Finally, 
in Cha,pter 15 the methods studied in this book will be compared to conven- 
tional adaptive control and to other “intelligent” adaptive control methods 
(e.g., methods based on genetic algorithms, expert systems, and planning 
systems). 
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Robust control, 201-203, 454 
Rotational inverted pendulum, 263 
Rule base, 61 

Sampled-data system, 437 
Schwartz inequality, 19 
Separation principle 

stabilization, 317 
tracking, 350 

Set-point regulation, 135,142--144 
a-modification, 185-198 
Sigmoid function, 111 
Situation assessment, 505 
Skew-symmetric matrix, 243 
Sliding mode control, 160,211,513 
Sloshing liquid, 272 
Small gain, 511 
Sontag’s universal formula, 172 
Spacecraft control, 222, 497 
Spatial frequency, 119 
Speed control, 176 
Squashing function, 55 
Stability 

asymptotic, 27 
domain of attraction, 29 
exponential, 29 
globally asymptotic, 29 
in the large, 29 
input-to-state, 38-41, 152 
Lagrange, 30 
Lyapunov, 26 
Lyapunov candidates, 140-141 
uniformly asymptotic, 28 
unstable, 27 

Stability margin, 3, 201 
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Stable inverse, 139, 308 
Stable manifold, 147 
State estimator, see Observer 
State-feedback linearizable systems, 

141-149 
Static uncertainties, 216-227 
Steepest descent, 98 
Steering mirror, 362 
Step function, 107 
Stepper motor, 256 
Stone-Weierstrass, 116 
Strict-feedback systems, 153-159 
Strictly increasing function, 32 
Strictly positive real, 400 
Sufficiently excited, 79 
Supremum, 19 
Surge tank, 212, 471 
Swing-up algorithm, 264 
Symmetric matrix, 15 

T-norm, 64 
Tapped delay neural network, 59 
Taylor series, 116, 131 
Telescope pointing, 176 
Three-phase motor, 212, 362 
Threshold function, 110 
Time-varying systems, 210, 211 
Trace operator, 15 
Tracking problem, 135, 144-149 
Trapezoidal integration, 441 
Triangle inequality, 14 
Triangular structure, 154 

Uncertainty 
dynamic, 227-236 
static, 216-227 

Uniform approximation, 106 
Uniform continuity, 2 1 
Uniformly bounded, 31 
Uniformly completely observable, 

318 
Uniformly ultimately bounded, 31, 

40 
Unipolar, 55 

Unitary matrix, 18 
Universal approximator, 106, 512 

fuzzy system, 114 
neural network, 111, 118 

Unstable, 27 

Variable structure control, see Slid- 
ing mode control 

Vector derivatives, 102 
Vertical take off and landing, 424 

Weierstrass, 116 
Weighted average, 53 
Weighted batch least squares, 79 
Weighted recursive least squares, 

82, 102 
World modeling, 505 

Zero dynamics, 150 


