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Abstract

In the continuous case, a γ-harmonic function u(x, y) is a function
which satisfies the equation div(γ∇u) = 0. Curtis and Morrow, [1], de-
fined a γ-harmonic function u(p) on a discrete electrical network as one
that satisfies

∑

q∈N(p)

γpq(u(p)− u(q)) = 0.

This paper discusses discretizations of other functions that are already
defined in the continuous case. Specifically it defines a Poisson Integral
Formula, a Cauchy-Riemann equation, a harmonic conjugate of a discrete
harmonic function, and an analytic function on an electrical network. The
discussion of discrete Cauchy-Riemann equations leads to a study of dual
graphs, so two main ideas about dual graphs are presented. There is
an algorithm for recovering the values of a harmonic conjugate given the
values of a harmonic function. Additionally, there is a theorem describing
when a graph and its dual are Y-∆ equivalent.
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1 Introduction

To begin a study of discretizations on electrical networks, this paper must first
define an electrical network. A graph with a boundary is a graph consisting of a
set of nodes V , and edges E connecting those nodes, with certain of those nodes
designated as boundary nodes VB , and the other nodes representing interior
nodes VI . A circular planar graph with boundary, G, is a graph with boundary
embedded in a disc so that the boundary nodes lie on the circle, C, which
bounds the disc, and the rest of the graph is interior to the disc. The vertices
of the graph are numbered in the following manner. Start by numbering the
boundary vertices, in counter-clockwise order around the circle C, then number
the interior vertices.

Graphs are useful in representing networks of resistors. An electrical network
Γ = (G, γ) is a graph with a boundary G together with a function γ > 0 defined
on the edges of G which specifies the conductivity of each edge. Let u(p) be
a vertex function that defines the potential at each node of the network Γ. A
function u(p) is said to be γ-harmonic if it satisfies the equation

∑

q∈N(p)

γpq(u(p)− u(q)) = 0 (1)

for all p ∈ VI , where N(p) is the set of nodes that are neighboring p, that is,
there is an edge between p and each node in N(p). Saying that a potential
function u(p) is γ-harmonic on the interior of Γ is equivalent to saying that the
net current flowing into each interior node is zero.

The Kirchhoff matrix,K, is a useful tool for working with electrical networks.
It stores the values of the conductances of the edges in the network. Entries in
the Kirchhoff matrix for an electrical network are defined by

1. Ki,j = −γij for i 6= j

2. Ki,i =
∑

j 6=i γij

where γij is the conductance of the edge between node i and node j. If there
is no edge between i and j, the conductance γij is zero. The Kirchhoff matrix
can be written in block form:

K =

[

A B
BT C

]

(2)

where A stores conductances of edges between two boundary nodes, C stores
conductances of edges between two interior nodes, and B stores conductances
for boundary to interior edges.

2 The Discrete Poisson Integral Formula

In the continuous case, the Poisson Integral Formula is a tool for solving Dirichlet
boundary value problems. The Dirichlet boundary value problem is to find a
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function u that is harmonic on the interior of a region given only the values of u
on the boundary of that region. The generalized Poisson Integral Formula says
that given boundary data u|∂D = φ(w), interior values of u can be calculated
by

u(z) = −

∫

∂Ω

1

2π

∂G(z, w)

∂nw
φ(w)ds(w) (3)

where G(z, w) is the appropriate Green’s Function. A Green’s function for a
domain with singularity at p is a function G(z, p) such that

1. G(z, p) is harmonic for z in domain Ω when z 6= p,

2. G(z, p) + log|z − p| is harmonic near p, and

3. G(z, p) = 0 if z is on the boundary of the domain ∂Ω.

The Dirichlet problem on an electrical network, Γ is to find a function u that
is γ-harmonic on the interior of Γ given only the values of u on the boundary,
u|VB

= φ. The Dirichlet problem written in equation form is
[

A B
BT C

] [

φ
u|VI

]

=

[

∗
0

]

(4)

where ∗ represents some current on the boundary. This equation merely states
that conductivities (stored in the Kirchhoff matrix) times voltages equals cur-
rents. Also the zero in the equation says that u is harmonic, that is, the net
current flow at every interior node is zero. The voltages on the boundary are
specified by the function φ.

Claim 2.1. The discrete analog of the Poisson Integral Formula is

u|VI
= −C−1BTφ (5)

because

1. the equation solves the Dirichlet Problem (4)

2. C−1 acts like a Green’s Function where the arguments of the Green’s
Function are the rows and columns of the matrix

3. the equation contains discrete analogs of an integral around the boundary
and a normal derivative of the Green’s Function times the given boundary
data φ.

Simple block-matrix multiplication of (4) gives the equation

BTφ+ Cu = 0 (6)

This equation has a unique solution given by (5) if and only if C is invertible.
Lemma 3.8 in [1] proves that C is invertible, so part 1 of the claim is verified.

A discrete Green’s function for a domain D with a singularity at p is a
function G(z, p) such that
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1. G(z, p) is harmonic for z in D, z 6= p,

2. G(z, p) is not harmonic at node p, instead there is a current source of
magnitude 1 at p, and

3. G(z, p) = 0 if z is in the boundary ∂D

Given this definition of a discrete Green’s function, a Green’s function g(z, p)
on the electrical network Γ must equal zero for nodes on the boundary,
g(z, p)|z∈∂D = 0 and satisfy

Cg(z, p)|z∈int =
[

0, . . . , 0, 1, 0, . . . , 0,
]T

(7)

for nodes in the interior, where the 1 in the right side of the equation is in the
pth position representing a current source of 1 there. Solve the equation for
g(z, p) to get

g(z, p)|z∈int = C−1
[

0, . . . , 0, 1, 0, . . . , 0
]T

(8)

Therefore, the desired Green’s function is stored in the pth column of C−1, and
part 2 of the claim is verified.

The expression for the pth entry of the solution u can be written as

u(p) = −
∑

j

C−1(p, j)(BTφ)j (9)

Expanding (BTφ)j gives

u(p) = −
∑

j

(

C−1(p, j)
∑

i

(BT (j, i)φi)
)

(10)

Rearraging the order of summation yields

u(p) = −
∑

i

[(

∑

j

C−1(p, j)BT (j, i)
)

φi

]

(11)

C−1 is symmetric, so rewrite C−1(p, j) as C−1(j, p). However, the columns of
C−1 are simply the Green’s functions so rewrite C−1(j, p) as g(j, p). Further-
more, by the definition of the Kirchhoff matrix, BT (j, i) = −γij . The summation
over i indexes the columns of BT so i indexes boundary nodes. Since Green’s
functions are zero on the boundary of the region, g(i, p) is zero when i refers to
a boundary node. Thus inserting a g(i, p) into the equation makes no difference.
With these changes, the equation becomes

u(p) =
∑

i

[(

∑

j

γij(g(i, p)− g(j, p))
)

φi

]

(12)

The summation over i corresponds to the integral over the boundary in the
Poisson Integral Formula. The function φ corresponds to the boundary condi-
tions.

∑

j γij(g(i, p)− g(j, p)) is the normal derivative of the Green’s function.
Therefore part 3 of the claim is verified.
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3 The γ-Cauchy-Riemann Equations

We now have discrete analogs for harmonic functions and for the Poisson Integral
formula defined on electrical networks. A logical next area of study would be to
find a discrete analog of the Cauchy Riemann equations and a discrete analog
of an analytic function on an electrical network.

In order to make use of the Cauchy-Riemann equations on electrical networks
with conductivities γ, I first have to consider if there is a pair of Cauchy-Riemann
equations that involve a variable γ in the equations.

Given a function, f(z) = u(x, y)+i×v(x, y), of a complex variable z = x+iy,
the Cauchy-Riemann Equations are ux = vy and uy = −vx. If the pair of real-
valued functions u and v satisfy those equations, the functions are harmonic,
and the complex function f(z) is analytic.

I define the γ-Cauchy-Riemann equations as follows:

γux = vy (13)

γuy = −vx (14)

Theorem 3.1. If a pair of real-valued functions u(x, y) and v(x, y) satisfy the
γ-Cauchy-Riemann equations, then u(x, y) is γ-harmonic, and v(x, y) is 1/γ-
harmonic.

Proof. Take the derivative of equation (13) with respect to x: (γux)x = (vy)x.
Take the derivative of equation (14) with respect to y: (γuy)y = (−vx)y. Adding
the two equations yields (γux)x + (γuy)y = 0. Therefore, u is γ-harmonic.

To prove that v is (1/γ)-harmonic, rewrite (13) as ux = (1/γ)vy, and
rewrite (14) as −uy = (1/γ)vx. Then taking the proper partial derivatives
and adding the two equations gives ((1/γ)vy)y + ((1/γ)vx)x = 0 Therefore, v is
1/γ-harmonic.

When γ = 1, the γ-Cauchy-Riemann equations reduce to the normal Cauchy-
Riemann equations.

4 Another Form of the Cauchy-Riemann equa-

tions

The Cauchy-Riemann equations are related to rotations in the complex plane.
The equation ux = vy equates a directional derivative in the x direction with
a directional derivative in the y direction. The equation uy = −vx equates a
directional derivative in the y direction with a directional derivative in the −x
direction.

Rather than taking the directional derivatives in the Cauchy-Riemann equa-
tions in the x and y directions, one can take derivatives in the normal and
tangential directions. If you have an arbitrary normal vector n = a+bi = (a, b),
you can rotate it 90 degrees to the left in the complex plane by multiplying it
by i.
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n = a + ib

= −b + iaτ

Thus we can let τ = in = −b + ai = (−b, a). Then the Cauchy-Riemann
equations can take the following form:

Theorem 4.1. If two functions u and v satisfy

ux = vy

uy = −vx

then they satisfy

∂u/∂n = ∂v/∂τ

∂u/∂τ = −∂v/∂n

where n is a vector a+ bi and τ is a vector rotated 90 degrees counter-clockwise,
−b+ ai.

Proof. Assume that u and v satisfy the Cauchy-Riemann equations. Also write
n = (a, b) and τ = (−b, a). I can write the directional derivative ∂u/∂n as a dot
product of the gradient with the normal vector n: ∇u · n. Then

∂u/∂n = ∇u · n

= (ux, uy) · (a, b)

= uxa+ uyb

= vya+−vxb

= (vx, vy) · (−b, a)

= ∇v · τ

= ∂v/∂τ

5 Dual Graphs and the Discrete Cauchy Rie-

mann Equation

To make use of the γ-Cauchy-Riemann equations on planar electrical net-
works, I first present some definitions.
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Definition 5.1. The dual graph, G⊥, of a circular planar graph with boundary,
G, is a circular planar graph with boundary drawn in the following manner. The
graph G together with the circle C partition the disc into a finite number of
disjoint cells. The vertices of the dual graph are defined by placing a vertex in
each cell. If one of the edges of a cell is an arc of C, place the vertex on this arc.
For each edge in the original graph, there is one edge in the dual graph that
intersects the original edge and connects the two vetices drawn in the adjacent
cells.

If a network Γ = (G, γ) has conductivities γ then its dual Γ⊥ = (G⊥,
1
γ
) has

conductivities 1
γ
.

Original Graph, G

Dual Graph, G

Boundary Circle, C

Figure 1: Original Graph and Dual Graph

Definition 5.2. Let u(p) be a vertex funtion defined on the vertices of the
original graph G, and let v(p) be a vertex function defined on the vertices of
the dual graph G⊥. Let e be an edge in the original graph G with endpoints
p and q. Orientation e as −→qp Let e⊥ be the intersecting edge in the dual graph
G⊥ with p′ the endpoint of e⊥ that is reached by starting at p and traveling
counter-clockwise, and q′ being the opposite endpoint of e⊥, as shown in figure

2. Orient e⊥ as
−→
q′p′. Let ∆eu = u(p)− u(q) and let ∆e⊥v = v(p′)− v(q′) Then

the γ -Cauchy-Riemann equation on an electrical network is

γe ×∆eu = ∆e⊥v (15)

Remark 5.3. The γ-Cauchy-Riemann equation is independent of the orienta-
tion chosen for edge e.

Theorem 5.4. If vextex functions u and v, defined on G and G⊥ respectively,
satisfy the discrete γ-Cauchy-Riemann equation, then u is γ-harmonic, and v
is 1

γ
-harmonic, that is,

∑

q∈N(p) γpq(u(p)− u(q)) = 0

and
∑

q′∈N(p′)
1
γ p′q′

(v(p′)− v(q′)) = 0.
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p

q

p’ q’

e

Original Graph

Dual Graph

Figure 2: Original Edge and Dual Edge

Proof. If u and v, defined on G and G⊥ respectively, satisfy the discrete γ-
Cauchy-Riemann equation, then fix a point p in G. Point p is connected by edges
to certain other vertices in the graph q1, q2, ..., qn. Call ej the edge between p
and qj . Let e⊥j denote the edge in the dual graph G⊥ that intersects ej . The

edges e⊥j form a closed path in the dual graph. The sum
n
∑

j=1

∆e⊥j
v over all the

edges in that path is identically zero because it forms a telescoping series with
all the terms cancelling out. Thus,

∑

q∈N(p)

γpq(u(p)− u(q)) =

n
∑

j=1

γej
∆ej

u

=
n
∑

j=1

γej
(1/γej

×∆e⊥j
v)

=

n
∑

j=1

∆e⊥j
v

= 0

The proof that v is 1
γ
-harmonic is left to the reader.

6 Green’s Theorem

Definition 6.1. An edge function is a function f(e) defined on an edge e such
that f(−e) = −f(e).

Let F (e) be an edge function. Green’s Theorem takes the following form.

Theorem 6.2. Let D be a connected region in a graph G made of vertices and
edges in G, bounded by a simple closed curve ∂D.
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Let e Â p denote an edge e with p as one of its endpoints. Let e ← ∂D
denote that e is an outward-pointing edge normal to ∂D with one endpoint of e
on ∂D.

Then
∑

p∈D

∑

eÂp

F (e) =
∑

e←∂D

F (e).

Proof. Let group 1 be the set of edges with both its endpoints in the region
D, and let group 2 be the set of edges with one endpoint on ∂D and the other
endpoint outside of the region D. If an edge e is in group 1, then both e and
−e are included in the sum

∑

p∈D

∑

eÂp

F (e). However, F (e) +−F (−e) = 0, so the

sum reduces to a sum of edges in group 2, that is,
∑

e←∂D

F (e).

7 Harmonic Conjugates

Definition 7.1. Given a γ-harmonic function u, a function v that satisfies
γe ×∆eu = ∆e⊥v is called a harmonic conjugate of u.

The following theorem must be proved before proving the existence of the
harmonic conjugate.

Theorem 7.2. Suppose f is an edge function on a connected graph G. Further
suppose that

∑

j

f(ej) = 0 for all closed curves in G denoted by a sequence of

edges (e1, e2, ..., en). Then there exists a vertex function w such that f = ∇w.

Proof. Fix a point in a graph p0. Let w(p0) = 0. Since G is connected, we can
find a path from p0 to an arbitrary point q. Define a function on this arbitrary
point as w(q) =

∑

f(ej) where the sum is over all edges ej in a path from p0 to
q. We must now show that the function w(q) has a unique value at any point
in the graph. Find a second path from p0 to q. Since by the hypotheses of the
theorem, the sum of f(ej) around a closed path equals zero, the sum taken along
the first path from p0 to q plus the sum taken backwards along the second path
back to p0 must equal zero. However, this implies that w(q) evaluated on the
first path is the same as the value of w(q) taken along the second path. Then
w(q) is uniquely defined. Furthermore, f(epq) = w(q)− w(p).

Theorem 7.3. Given a γ-harmonic function u on an electrical network, a
harmonic conjugate v always exists.

Proof. Define an edge function of the dual graph F (e⊥) = γe∆eu. Let S⊥ be
any closed path in G⊥. Let S be the set of edges in the original graph crossing
S⊥. Let T be the region in the original graph bounded by the closed path S⊥.
Then

∑

ej∈S⊥

F (e⊥j
) =

∑

ej∈S

γj∆ej
u (16)
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The right-hand side of the above equation represents the currents flowing out
of edges in S. By Green’s Theorem, this equals

∑

ej∈S

γj∆ej
u =

∑

p∈T

∑

eÂp

∆eu (17)

This sum of currents is also equal to the sum of net current flowing out of
each node in the whole region T . But since u is γ-harmonic, this sum equals
zero. Then by the previous theorem, there exists a vertex function v such that
F (e⊥) = ∆v.

Remark 7.4. Given a γ-harmonic function u on an electrical network, the
harmonic conjugate v is unique up to a constant.

8 Discrete Analytic Functions

I can now give a definition for an analytic function on a discrete planar electrical
network.

Definition 8.1. A γ analytic function f = (u, v) is a pair of functions u and
v such that u is a γ-harmonic vertex function defined on a graph G, and v is a
1
γ
harmonic vertex function defined on the dual graph G⊥, and u and v satisfy

the discrete γ-Cauchy-Riemann equation, γe ×∆eu = ∆e⊥v.

In the continuous case, a function that is analytic satisfies the Cauchy Inte-
gral Theorem,

∫

C

f(z)dz = 0 (18)

I would like to be able to express a discrete analog of the Cauchy Integral
Theorem on a discrete electrical network, but have been unable to do so yet.

I can make a simple observation regarding closed curves on G or G⊥. This
integral theorem takes the following form. Take a simple closed curve C on a
graph G and label all of the edges on the closed curve e1, ..., en. Each edge ei is
intersected by an edge e⊥i in the dual graph. Label the vertex of e⊥i outside of C
as q+j and the vertex of e⊥i inside of C as q−j . Then

∑

j

1
γ j
× (v(q+j )−v(q

−
j )) = 0.

9 Recovering Potentials on G⊥ from Potentials

on G

The study of Cauchy-Riemann equations and analytic functions of electrical
networks led to a study of dual graphs. To better understand dual graphs,
two main ideas about dual graphs are discussed in the following sections. First,
given a harmonic function u on an original graph G, can u’s harmonic conjugate
be written in terms of the Kirchhoff matrix? Second, when are G and G⊥
electrically equivalent?
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Let u be a γ-harmonic function on G. Letφ = u|∂G. Let v be a harmonic
conjugate of u. Let ψ = v|∂G⊥

. In the following we will describe ψ in terms of
φ and v in terms of ψ. To express this relationship, I first need to define the
response matrix and the integral matrix.

Definition 9.1. The response matrix is the matrix Λγ calculated from the
Kirchhoff matrix by

Λγ = A−BC−1BT (19)

Premultiplying a vector of potentials on the boundary nodes of a graph by the
response matrix gives a vector of currents flowing into the boundary nodes of
the graph.

Definition 9.2. The integral matrix, Tn, is an n× n matrix with 1’s in all the
entries on or below the main diagonal, and 0’s elsewhere. Pre-multiplying a
vector x = (x1, x2, ..., xn)

T by the integral matrix gives “integrals”, or sums, of
the entries in the original vector:

Tnx =









x1
x1 + x2
...

x1 + ...+ xn









Theorem 9.3. Let φ be defined on ∂G. Then φ uniquely determines a γ-
harmonic function u on G. The boundary values of a harmonic conjugate v of
u are given by the equation

ψ = TΛγφ (20)

and v on the interior nodes of G⊥ is given by the equation

v = −C−1⊥ BT
⊥(TΛγφ) (21)

Proof. First consider the current I1 flowing out of vertex 1. Denote the vertex
1 as p1. Current is given by conductance times the drop in voltage:

I1 =
∑

q∈N(p1)

γ1q(u(p1)− u(q)) (22)

Let P be the collection of edges in the dual graph that intersect all the edges
incident to p1 in the original graph, as shown in figure 3. A sum of voltage drops
across each edge in P will collapse to simply the voltage of the first node in P
minus the voltage of the last node in P , v(p⊥1)− v(p⊥n). Since γ∆u = ∆v, we
also know that

I1 =
∑

q∈N(p1)

γ1q(u(p1)− u(q)) =
∑

P

(v(p′)− v(q′)) = v(p⊥1)− v(p⊥n) (23)

Solving for the potential at p⊥1 reveals that v(p⊥1) = I1 + v(p⊥n). Since the v
function is uniquely determined only up to a constant, I can arbitrarily assign
v(p⊥n) to be equal to 0, then v(p⊥1) = I1.
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p

p p n1

1

Path P in the dual graph

Original graph

Figure 3: Finding potentials in the dual graph

I can inductively prove that the potential at any boundary vertex p⊥k is the
sum of currents in G, I1+ ...+ Ik. I already showed the case for k = 1. Assume
this statement is true for an arbitrary k. Let Pk+1 be the collection of edges
in the dual graph that intersect all the edges incident to pk+1 in the original
graph. Then

v(p⊥(k+1)) = v(p⊥k) +
∑

Pk+1

v(p′)− v(q′)

= v(p⊥k) +
∑

q∈N(pk)

γ1q(u(pk+1)− u(q))

= v(p⊥k) + Ik+1

=
k
∑

j=1

Ij + Ik+1

=

k+1
∑

j=1

Ij

(24)

From the definition of the response matrix Λγ , we know that Λγφ is a vector
of the currents flowing into the boundary nodes of G. The potentials at the
boundary of G⊥ are sums of those currents. Therefore the potentials at the
boundary of G⊥, ψ are given by TΛγφ.

To get the potentials on the interior of G⊥, recall that voltages times con-
ductances give currents, so

[

A⊥ B⊥
BT
⊥ C⊥

] [

ψ
v

]

=

[

∗
0

]

(25)

where the first matrix is the Kirchhoff matrix of conductances of the dual graph,
ψ is the potential at the boundary, v is the potential in the interior, * is the
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current on the boundary, and because v is harmonic, there is 0 net current at
each interior node. This matrix equation gives an expression for v:

v = −C−1⊥ BT
⊥ψ (26)

A possible area of further study would be to attempt to write v entirely in
terms of K, rather than using K⊥.

10 Y-∆ Equivalent Graphs and Dual Graphs

The next question that arises when dealing with dual graphs, is how similar is
a graph to its dual? Specifically, when is a graph Y-∆ Equivalent to its dual?
To answer these questions, I need to use the concepts of medial graphs, circular
pairs, z-sequences, and the Cut-Point-Lemma as defined in [1] and [2]. I also
expand on these concepts by describing what the z− sequence for a dual graph
is, and defining a rotation.

The medial graph M(G) of a graph is a graph such that vertices of G map
to cells in M(G). The construction of the medial graph is discussed in chapter
eight of [1]. A medial graph divides the disc into regions or cells which can
be colored so that a black cell shares faces with only white cells and a white
cell shares faces only with black cells. Black cells correspond to vertices in the
original graph, and white cells correspond to vertices in the dual graph. Every
interior node in a medial graph has degree four. An example of a graph and its
medial graph is illustrated in figure 4.

Figure 4: A Medial Graph
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Definition 10.1. A circular pair (P ;Q) = (p1, ..., pk; q1, ..., qk) is a sequence
of boundary nodes such that p1, ..., pk, q1, ..., qk is in counter-clockwise circular
order around the disc.

Definition 10.2. A k-connection is a set of paths made of vertices and edges
in G such that p1 is connected to qk, p2 is connected to qk−1, and so forth. Also,
all of the paths must be disjoint, that is, they cannot share vertices or edges.

Definition 10.3. A graph G is critical if removing any edge in the graph breaks
a connection.

Definition 10.4. Suppose G is a critical circular planar graph with n boundary
nodes which is embedded in the plane so that the boundary nodes v1, ..., vn occur
in counter-clockwise order on a circle C and the rest of G is in the interior of
C. Then the medial graph M(G) has n geodesics each of which intersects C
twice. The n geodesics intersect C in 2n distinct positions. The 2n points are
called position numbers and labeled t1, ..., t2n, so that t1 < v1 < t2 < t3 < ... <
t2n−1 < vn < t2n < t1 in the circular order around C. The geodesics are labeled
as follows. Let g1 be the geodesic which begins at t1. The remaining geodesics
are labeled g2, g3, ..., gn so that if i < j, then the first point of intersection of gi
with C occurs before the first point of intersection of gj with C in the counter-
clockwise order starting from t1. For each i = 1, 2, ..., 2n, let zi be the number
of the geodesic which intersects C at ti. In this way we obtain a sequence
z = z1, z2, ..., z2n, called the z− sequence for M(G). Each of the numbers from
1 to n occurs in z exactly twice. An example of a graph and its z− sequence is
shown in figure 5.

Figure 5: Graph with z-sequence 1,2,3,4,1,2,4,3
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Definition 10.5. Now consider the dual graph G⊥. If I consider the 2n ti
positions as fixed, the boundary vertices of G occur on C such that t1 < v1 <
t2 < t3 < v2 < ... but the boundary vertices of G⊥ occur on C such that
t1 < t2 < v⊥1 < t3 < t4 < v⊥2 < .... Therefore in the z-sequence of G⊥ , let
g⊥1 be the geodesic which begins at t2, then label the remaining geodesics in
the same manner as before as in figure 6.

Figure 6: Dual Graph with z-sequence 1,2,3,4,1,3,2,4

Definition 10.6. The relabelling of the geodesics to get the G⊥ z-sequence is
called a rotation.

Definition 10.7. Note that since position numbers for a graph are fixed, I can
define addition on position numbers. If p is position number ti, then p + 1 is
position number ti+1. Also t2n+1 = t1.

With the preceding definitions, I now present some theorems.

Theorem 10.8. A connected, critical, circular planar graph G and its dual G⊥
have the same z-sequence (that is, a rotation preserves a z-sequence) if and only
if the the z-sequence is 1, ..., n, 1, ..., n.

Proof. Assume that a rotation preserves the z-sequence. Then an actual rota-
tion of the medial graph by one node must be able to be superimposed on the
original medial graph exactly. Then, if p and q are position numbers of two
endpoints of the same geodesic, the p + 1 and q + 1 positions must also have
a geodesic connecting them. Then positions p + 2 and q + 2 must also have a
geodesic connecting them, and so forth.
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Figure 7: A vertex cannot be the endpoint of two different geodesics

Suppose p and q are not n positions apart. Without loss of generality, as-
sume that there are equal or greater than n boundary nodes on the arc traversed
counter-clockwise from p to q. Now the 2n position numbers must be paired
so that p and q are two endpoints of the same geodesic, p + 1 and q + 1 are
two endpoints of the same geodesic, p + 2 and q + 2 are two endpoints of the
same geodesic, etc. But then there must be a position number x 6= q between
p and q such that x and p are two endpoints of the same geodesic, as shown
in figure 7. But this is a contradiction because p cannot be an endpoint of two
different geodesics. Therefore if the rotation preserves the z-sequence, then the
two endpoints of every geodesic must be n positions apart, and the z- sequence
must be 1, ..., n, 1, ..., n.

Assume now that a graph G has z-sequence 1, ..., n, 1, ..., n. Then if p and q
are two endpoints of the same geodesic, p and q are n positions apart. Then a
rotation will preserve that z-sequence.

Theorem 10.9. If a critical, connected graph’s z-sequence is 1, ..., n, 1, ..., n
then the graph is well-connected.

Proof. Note that if the z-sequence is 1, ..., n, 1, ..., n, then there are n geodesics
in the medial graph and n boundary nodes in the graph. Let µ be the number
n/2 if n is even, and (n − 1)/2 if n is odd. The largest possible circular pair
{p1, ..., pµ; q1, ..., qµ} has size µ.
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I first show that if the z-sequence is 1, ..., n, 1, ..., n, then the graph has all
possible µ-connections. Pick an arbitrary µ-sized circular pair, {p1, ..., pµ; q1, ..., qµ}.
If n is even, place a cut in the white cell of the medial graph immediately before
p1 and place the other cut point in the white cell immediately after pµ. If n
is odd, place one of the cut points in the black cell corresponding to the only
boundary node not in the circular pair. Place the other cut point on the op-
posite side of the circle so that each arc contains only p nodes or only q nodes.
The number, b, of whole black cells on either arc is µ. Since the z-sequence is
1, ..., n, 1, ..., n, the number, r, of re-entrant geodesics is 0. Then by the Cut-
Point-Lemma, the maximum integer, m, such that there is a k-connection from
one arc to the other is m = b − r = µ − 0 = µ. Therefore, the graph has all
possible µ-connections.

Next I will show that the graph has all possible connections (p1, ..., pk; q1, ..., qk)
when all the pi’s are contiguous and all the qi’s are also continguous. Pick an
arbitrary circular pair (p1, ..., pk; q1, ..., qk) where k can be any integer less than
µ, and the pi’s are contiguous and the qi’s are contiguous. Let u be the set of
boundary nodes between qk and p1, and let |u| be the number of elements in u.
If |u| is even, place the first cut point on a white cell to divide the u nodes into
two equal groups. If |u| is odd, place the first cut point on a black cell corre-
sponding to the middle u node. Place the second cut point on the opposite side
of the circle so the two arcs each contain the same number of boundary nodes.
There exists a unique µ-connection between the two arcs. This connection pairs
each of the nodes in u with another node in u, and then each pi is uniquely
paired with the corresponding qj , so the k-connection joining the circular pair
is embedded in the unique µ-connection. Thus there is a k-connection between
any circular pair when all the pi’s are contiguous and all the qi’s are also con-
tinguous. In particular, all possible 1-connections exist.

Finally, I will show by induction that the graph has all possible k-connections.
I have already shown that this statement is true when k = 1. Assume the state-
ment is true for a given k. Now pick an arbitrary circular pair of size k + 1,
(p1, ..., pk+1; q1, ..., qk+1). Since I have already shown that all possible µ-sized
connections exist, look at a µ-connection where pk is paired with q2. This con-
nection is topologically equivalent to straight parallel, disjoint lines that divide
G into regions. Call the set of these paths the ladder set. Call the path or
line between pk and q2 line H, and say that the region below H is the region
of the disc that contains pk+1 and q1. Since I am assuming that the graph has
all possible k-connections, look also at the k-connection (p1, ..., pk; q2, ..., qk+1).
This k-connection may have paths below line H. Take a pair of nodes: a pi,
and the qj to which pi is connected. Look at the region, R, in G bounded by
two of the parallel lines in the ladder set that are specified by the points pi and
qj . Redraw the path in the k-connection that connects pi and qj : 1) When the
path lies within the region R, do not change it. 2) When the path leaves the
region R, replace that part of the path with the part of the horizontal line in
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the ladder set. By repeating this process for all pi and qj in the k-connection,
I can redraw the k-connection in such a way that all paths in the k-connection
are on or above line H, and all those paths are still disjoint, as shown in figure 8.

There also exists a 1-connection from pk+1 and q1. Redraw the 1-connection
in a similar manner. Look at the region R, in G bounded by the two parallel
lines in the ladder set, one of which contains pk+1 and one which contains q1.
When the 1-connection lies within the region R, do not change it. 2) When the
1-connection leaves the region R, replace that part of the path with the part
of the horizontal line in the ladder set. Therefore there exists a 1-connection
from pk+1 to q1 below line H. Combine this 1-connection with the redrawn k-
connction to get a k+1 connection on our arbitary circular pair. By induction,
this shows that the graph has all possible k-connections for any k.

Theorem 10.10. If a critical graph is well-connected then its z-sequence is 1,
..., n, 1, ..., n.

Proof. Well-connected means that for every circular pair (p1, ..., pk; q1, ..., qk),
there exists a k-connection; in particular, all possible µ-connections exist. Pick
the µ-sized circular pair (p1, ..., pµ; q1, ..., qµ) such that the pi’s are the first µ
vertices. Make two cuts in the circle C such that all points pi are in one arc,
and all the other points are in the other arc. The maximum integer m such that
there is am-connection from one arc to the other is µ. The number of black cells,
b. which are entirely within the arc is also µ. Then by the Cut-Point-Lemma,
the number of re-entrant geodesics r is r = b −m = µ − µ = 0. Therefore the
first half of the z-sequence is 1, ..., n. By the same argument, for any two cut
points which divide the number of geodesic ends evenly, the corresponding n
elements of the z-sequence must contain all the numbers from 1 to n. Therefore,
the z-sequence is 1, ..., n, 1, ..., n.

Theorem 10.11. Given a critical, connected, circular planar graph G, the dual
graph G⊥ is Y −∆ equivalent to G if and only if G is well-connected.

Proof. The proof is given by proving three statements:
1. Two graphs are Y − ∆ equivalent if and only if their z-sequences are the
same.
2. A graph and its dual have the same z-sequence if and only if the the z-
sequence is 1, ..., n, 1, ..., n.
3. A graph is well-connected if and only if its z-sequence is 1, ..., n, 1, ..., n.

Statement 1 is proven by Theorem 7.2 of the paper Circular Planar Graphs
and Resistor Networks, by E.B. Curtis, D. Ingerman, and J.A. Morrow. State-
ment 2 was proven by theorem 10.8, and statement 3 was proven by theorems
10.9 and 10.10.
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Figure 8: Drawing a k+1 connection
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