
History of Statistics 2.           Origin of the Normal Curve – Abraham DeMoivre (1667- 1754) 

The normal curve is perhaps the most important probability graph in all of statistics.  

Its formula is shown here with a 

familiar picture. The “e” in the formula 

is the irrational number we use as the 

base for natural logarithms. μ and σ are 

the mean and standard deviation of the 

curve. 

 

 

The person who first derived the formula, Abraham DeMoivre (1667- 1754), was solving a gambling 

problem whose solution depended on finding the sum of the terms of a binomial distribution. Later work, 

especially by Gauss about 1800, used the normal distribution to describe the pattern of random 

measurement error in observational data. Neither man used the name “normal curve.” That expression did 

not appear until the 1870s. 

The normal curve formula appears in mathematics as a limiting case of what would happen if you had an 

infinite number of data points. To prove mathematically that some theoretical distribution is actually 

normal you have to be familiar with the idea of limits, with adding up more and more smaller and smaller 

terms. This process is a fundamental component of calculus. So it’s not surprising that the formula first 

appeared at the same time the basic ideas of calculus were being developed in England and Europe in the 

late 17th and early 18th centuries. 

The normal curve formula first appeared in a paper by DeMoivre in 1733. He lived in 

England, having left France when he was about 20 years old. Many French 

Protestants, the Huguenots, left France when the King canceled the Edict of Nantes 

which had given them civil rights. In England DeMoivre became a good friend of 

Isaac Newton and other prominent mathematicians.  

He wrote the 1733 paper in Latin, and in 1738 he translated it himself into English for 

the 2nd edition of his book, The Doctrine of Chances, one of the first textbooks on 

probability. (The first edition had been published in 1718.) 

In DeMoivre’s work the normal curve formula did not look like it does now, in particular because there 

was no notation then for e. and there was no general sense of standard deviation, which is represented by σ 

in today’s equation.  

Why did DeMoivre do it? What problem was he working on? 
Here’s how his paper starts. (You can read it even though it is in old style English.) 

You can see that he is dealing with 

“Problems of Chance,” that he wants 

to see how likely it is that an 

“experiment” will produce a given 

outcome. Note that he credits the 

Bernoulli brothers with prior work – 

but they just didn’t do quite enough.  

The core problem for DeMoivre is to 

find the sum of “several” terms in a 

binomial expansion. He wanted a 

shortcut because the problem was “so 

laborious.” 

 

 

Abraham DeMoivre  
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DeMoivre wanted to avoid having to add up all these coefficients. He needed to describe the general 

shape of the distribution of the values on a line of coefficients without having to compute each one. We 

can see what happens with a few graphs. 

A clear example of this problem can be seen in 

Table 1. Imagine that you want to find the sum of 

several terms in one line, say the middle two 

terms in line for n = 5.  

We quickly see that 10 + 10 = 20. 

But what if you want to find the sum of the middle 

10 terms in the line where n = 100? A problem like 

this could easily come up in a game of chance. This 

is what he meant by “laborious.” 

Table 1 

n Expansion of (a+b)n Coefficients Sum 
2n 

1 a+b 1  1 2 

2 a2+2ab+b2 1  2  1 4 

3 a3+3a2b+3ab2+b3 1  3  3  1 8 

4  1  4  6  4  1 16 

5  1  5  10  10  5  1 32 

 etc. etc. etc. 
 

DeMoivre wanted to avoid having to add up all these coefficients. A solution is to describe the general 

shape of the distribution of the values on a line of coefficients without having to compute each one. We 

can see what happens with a few graphs. 

 

 

 

 

 
 

If you can replace the binomial coefficient graph that is made up of lots of bars by a smooth curve, then 

instead of having to add lots of individual numbers you can just find the area under the curve, which is 

exactly one of calculus’s strengths. You can see that as n increases the graphs look more and more like a 

bell-curve.   

DeMoivre began by considering the expansion of (1+1)n.  This expression comes up naturally in 

analyzing a coin toss with equal probabilities of heads and tails. He focused on the ratio of the middle 

term to the sum of all the coefficients, 2n.   

Here are a couple of concrete examples. 

 For n = 2, you can see from Table 1 that the ratio of the middle term to the sum is  
�
� =  .5.  If you 

look at 
��	�
�

�� = �	�	�
� , you can see again where 

�
� comes from. 

For n = 3 the ratio will be  
�

 =  .375.  (When n is odd we can take the “middle term” to be the 

value of either of the two middle terms.) 

DeMoivre wanted to know what happens to the ratio when n gets very large. It is informative to see how a 

17th century mathematician has to deal with such a problem. 

Here’s how he gets into the 

problem: 

 

 

   

1 0

8

6

4

2

0

Binomial coefficients n = 5

250

200

1 50

1 00

50

0

Binomial Coefficients n = 1 0

200000

1 50000

1 00000

50000

0

Binomial coefficients  n = 20

                                                   Vermont Mathematics Initiative, Bob Rosenfeld                                                                 2



To reprise: 

He had “a dozen years or more” ago found that the ratio of the middle term to the sum can be expressed, 

using modern parentheses, as  
������
�
��√��� .  In these notes, we refer to the ratio as R. 

He wants to determine the value of R for any given n. Once he gets that, he knows the height of the curve 

at the middle and could then build the rest from that. He used some results he had found earlier about 

limits, some earlier work by James Bernoulli, and work that James Stirling did at just the right time to 

help.  

First DeMoivre rewrites his fraction as 
��

√��� ����
� ��

 or 
��

√��� �1 − �
���

. He wants to find  

the limiting value of this expression when n approaches infinity. Many mathematicians of that time were 

working on problems that involved expanding binomial expressions. 

DeMoivre is able to use earlier work by James Bernoulli to say that the limit for �1 − �
���

 is “the number 

whose hyperbolic logarithm is -1.”   Today we say “natural” logarithm instead of hyperbolic logarithm, 

and we would therefore write lim�→� �1 − �
��� = ��� . 

So, for large values of n we can replace �1 − �
���

by ���.      That gets us to the ratio as R = 
��� !
√��� . 

He also states that he has shown in his own earlier work that A is the number whose hyperbolic logarithm 

is 
�

�� − �
�"# + �

��"# − �
�"
# + ⋯   

In today’s notation we would write & = � !
!�� !

'()	 !
!�()� !

!(*)	⋯  
.  

That gets us to R = 
��� !!� !'()+ !!�() !!(*)+⋯  
�� !


√���   or  
�� !+ !!� !'()+ !!�() !!(*)+⋯

√��� .    

It was easier for DeMoivre to have the exponential expression in the denominator of R. 

So we can write R =  
�

,�! !!�+ !'() !!�()+ !!(*)+⋯-√���
.    

DeMoivre called the messy looking part B.   So he ends up with R = 
�

.√���.. 

DeMoivre says this is as far as had gotten 

when he had last worked on the problem. 

It had been good enough for him to do 

some approximate calculations but he did 

not get a “nice” expression for B. 

Lucky for him, his friend and colleague, 

James Stirling, showed the exact value of 

B. 

 

Since the circumference of a circle whose radius is 1 is 20, we can write DeMoivre’s formula for the 

desired ratio as R =  
�

√�1√��� .   

Then he reasoned that for really large values of n there’s no appreciable difference between  

√2 − 1 and √2.  We can therefore write the ratio as R =   
�

√�1√�.   This starts to look like the modern 

formula for the normal curve.  
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We can show the similarity further remembering that DeMoivre is approximating a binomial with p = ½.  

The standard deviation for a binomial distribution is given by 

 6 = 728�1 − 8
  and replace p by ½ to get 6 = 92 �
� × �

� = 
√�
�  

Solving for √2 we get √2 = 26. 

And so finally, R =  
�

√�1√� = �
√�1�; = �

√�1; . 

This is exactly the y value of the normal curve at the center where x = <.   

= = �
√�1; � �> ?
�

�@�  = �
√�1; �# = �

√�1;.   

Some statistical consequences of DeMoivre’s work on the normal curve. 

The formula itself would be found to have more and more applications, beyond just the approximation of 

a binomial distribution, especially as a model for the distribution of random measurement errors. Also, 

equally informative, the relationship 6 = √�
� , shows that the narrowness of the normal curve, as measured 

by 6, is proportional to the square-root of the sample size. This implies, for example, that if you wish to 

cut a margin of error in half, you will need four times as much information, not twice as much. Another 

way to say this is that the information you gain in collecting data is proportional, not to the number of 

pieces of data, but to its square root.  

Exercises 

1. In connection with Table 1 we showed how to find the ratio of the middle term to the total. What will 

the ratio be for n = 4? 5? 10? 50? (Really? 50?) 

2. Use a calculator to show that in DeMoivre’s work & = � !
!�� !

'()	 !
!�()� !

!(*)	⋯  
 is approximately 1.09. 

Use a calculator to confirm that A = ��� !
!�	 !

'()� !
!�()	 !

!(*)	⋯
 is approximately 2.507 and confirm that  

B= 2.507 is a good approximation to the square-root of the circumference of a circle whose radius is 

unity. 

______________________________________________ 
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