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Abstract. Boundary integral methods are naturally suited for the computation of har-
monic functions on a region having inclusions or cells with different material proper-
ties. However, accuracy deteriorates when the cell boundaries are close to each other.
We present a boundary integral method which is specially designed to maintain sec-
ond order accuracy even if boundaries are arbitrarily close. The method uses a reg-
ularization of the integral kernel which admits analytically determined corrections to
maintain accuracy. For boundaries with many components we use the fast multipole
method for efficient summation. We compute electric potentials on a domain with
cells whose conductivity differs from that of the surrounding medium. We first solve
an integral equation for a source term on the cell interfaces and then find values of the
potential near the interfaces via integrals. Finally we use a Poisson solver to extend the
potential to a regular grid covering the entire region. A number of examples are pre-
sented. We demonstrate that increased refinement is not needed to maintain accuracy
as interfaces become very close.
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1 Introduction

A wide range of biological problems lead to models involving a potential function in
tissue with a number of closely packed cells. Recent applications include gene trans-
fection [12, 13], electrochemotherapy of tumors [15] and cardiac defibrillation [1]. Our
interest in the problem is mainly motivated by studies of the electrical response of bio-
logical cells under field stimulation [17], which can be described by harmonic potential
functions on a domain consisting of many cells and an extracellular region with different
conductivities.
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Since the potential is a harmonic function inside each cell and in the exterior region,
with prescribed boundary conditions at the cell interfaces, it is natural to write the poten-
tial as a sum of single and double layer potentials on the cell boundaries I'y, k=1,...,K,
and evaluate the integrals directly. In principle this is routine if the point of evaluation x
is away from I'. It is also not difficult in this two-dimensional setting if x €I'y. However,
if, for example, I'1 and I'; are close and x € I';, then the integral on I'; is nearly singu-
lar, so that a standard quadrature rule becomes inaccurate when the distance is small. It
is therefore desirable to use a method of quadrature which is accurate, uniformly with
respect to the point of evaluation, without requiring a large amount of extra work. A
method with these features was developed in [5] and is used here. Briefly, the singu-
larity in the integral kernel is regularized on a scale comparable to the grid size, and a
standard quadrature is used for the regularized integral. Analytical corrections are then
added for the errors due to regularization and discretization. It is not necessary to use
special quadrature points depending on the point of evaluation; the method is almost as
efficient as for a smooth integrand. A similar method for layer potentials on surfaces was
developed in [4].

To solve for the potential, we first solve an integral equation for a source term on
the cell boundaries. We then compute the potential at grid points covering the region
of interest. To compute the integrals directly would require a large computational cost,
especially if the number of cells is large. For this reason we use a version of the fast
multipole method for the interaction of points which are well separated; the effect of
the regularization can be neglected in this case. The nearby interactions are summed
directly, using the regularized kernel. After solving the integral equation, we evaluate
the potential at grid points near the cell boundaries. These values are again given by
nearly singular integrals, which are computed in a similar manner using the multipole
method. From these we can obtain the values at all grid points using a fast Poisson
solver, using a method introduced in [11] and applied in [5]. The operation count for the
full method is roughly proportional to the total number of grid points in the region and
on the cell boundaries.

The difficulty in computing nearly singular integrals has long been recognized, e.g.,
[2], Sec. 7.2.1. For boundary element methods many techniques have been introduced
for computing needed integrals on triangles, usually using coordinate transformations.
A recent, comprehensive mathematical treatment of boundary element methods is given
in [14]. The method [16] for computing layer potentials on surfaces, using coordinate
charts rather than boundary elements, included a special treatment of the nearly singular
case.

The problem is formulated in Section 2. In Section 3 the integral expression for the
solution is derived in terms of a source term g on the boundary, and an integral equation
for g is stated. In Section 4 formulas are given for the evaluation of the nearly singular
integrals. The fast multipole method is described in Section 5. Extensive numerical re-
sults are presented in Section 6 and briefly discussed in Section 7.The integral equation is
derived in the Appendix.



2 Interface Problem

Let (); C IR? be a bounded open set with smooth boundary, which may have multiple
disconnected components. Let (), = R?\ Q); be the unbounded, complementary domain.
Let I be the interface, the common boundary of (); and ().. When the interface I' has

K
multiple components, we write I' = [J Iy, and assume each component I'y is a simple
k=1
closed curve.

Let x=(x1,x2)T €R? be a point in space. Let ®;(x) and ®,(x) be two unknown poten-
tial functions on (); and (),, respectively. Assume the conductivities ¢; and ¢, on (); and
(), are constant but distinct. The potential functions satisfy the Laplace equation

AdP;(x)=0  inQY
and
AdD,(x)=0  inQ,.
Let
0= o) xeo,

In general, the function ®(x) is discontinuous across the interface I'. Let
D;(x) =D, (x) =V (x) onl, (2.1)
where V,,(x) will be known. Assume that

0% aqa>;(x) —0  onT, 2.2)

ony

with ny being the unit normal pointing from the bounded domain €); to the unbounded
domain Q,. Let E=(E1,E;)" € R? be a given vector. We assume the potential function
®,(x) satisfies the far field condition

P, (x) - —E-x as |x| —oo.

3 Boundary Integral Equation

We will express @ in terms of double and single layer potentials of the form

u= [ pyyas,, o= [ Goylaty)dsy @1

E)ny

with some density functions f and 4. Here G(x) = (27t) ~'log|x| is the fundamental solu-
tion of the Laplace equation in IR? and sy is the arc length parameter of the interface T.



We recall that u has a jump discontinuity at I’,

O f(y) s,
y

G (y—x)
ony

W) = Sf0+ [
, (3.2)

() = —3f0+ [ F(y)dsy

while du /dn is continuous across I'. Also v is continuous at I' but dv/dn has a jump,

9v;(x) _ +/ G (x— y y)ds,
on, ony (3.3)
dv.(x) 1 aG(x—y) '
= §q<x> [ g (y)ds,
Now, assuming the solution ® of the interface problem above exists, let
_0Di(x) 0D,(x)
g(x)= on.  on. onT. (34)
Then the potential function ®(x) can be represented as
oG(y—x
d)(x):/F%Vm(y)dsy—/G(x—y)q(y)dsy—E-x. (3.5)
y T

According to the properties above, this expression for ® will have the jumps prescribed in
(2.1) and (3.4). The unknown density g(x) in (3.5) is determined by the interface condition
(2.2).

Let ty=(x](s),x5(s))T be the unit tangent along the interface, so that ny=(x5(s),—x/ (s))7.
From the continuity properties of the single and double layer potentials and the interface
condition (2.2), we get the boundary integral equation

1 dG(x—y) _ [9G(x—y)Vuly) ,
5q(X)+u./rTq(y)dsy—V/r ot oy, Ty MEM (3.6)

with y = (0,—0;)/(0.+0;) € (—1,1). Here the second integral is meant in the principal
value sense. A brief derivation of this equation is given in the Appendix. The integral
equation (3.6) can be re-written concisely as

1
Satukq=pg  onT, (3.7)

with
¢(x) =LV, —E-ny onT,



where K and £ are the integral operators defined on the interface

(ko)) = [ 2CE D yyyas,  on,

ony
_ [ 9G(x—y) IVu(y)
(EVm)(x)—/r S oy onT,

We solve the integral equation (3.7) by simple iteration. The spectrum of the operator
K is contained in the interval —3 <A <1 and consequently the iteration

Gn+1=(1=B)qn+2Bpu(g—Kqn)

converges to the exact solution for 0< <2/ (1+4pu).

4 Evaluation of Boundary Integrals

To compute the single layer potential in (3.5) we will integrate by parts so that the kernel
is the tangential derivative of G. We first note that for each interface component I';

| aty)dsy=0

where g is defined in (3.4). To see this, we first note that the integral of 0®;(y) /dny is zero,
using the divergence theorem in the interior of I';. But the same is true for d®,(y)/on,
because of the flux condition (2.2), and therefore also for q. Thus

.
Q)= [ aty)dsy
is a periodic function of the arc length, and we can write

| cty—x)aty)as,=— [ k%ty‘%(sy)dsy.

Now to evaluate ®(x) in (3.5) we will compute boundary integrals of the form

w0 = [ k%ny_")ﬂy)dsy (4.1)
o(x) = [ S0 fy)as, 4

on each interface component I'y. When x is far away from I'y we replace the integral
by a trapezoidal sum and use the fast summation method described in the next section.
When x is close to I'y, we compute the integrals using the method developed in [5]. We



summarize the procedure here, with slight differences in notation. The singular integral
is regularized with a length parameter §, usually chosen to be of the order of the grid
size. The integral is replaced by a sum, and two corrections are added. The resulting
approximation to the integral is accurate to about O(6%).

Assume each T’y is parametrized as y =y(a), 0 <a <27, and the a-segment is parti-

tioned into [, segments with grid points zx](k) =271j/Jx, 1<j < Ji. We express u(¥) as

(= [ S0 fy)as,

—/ZHN( VG(y(a)- —f(al))d (® 4
= [, N(@)-VG(y(@)—x)[f (&) —f(ag ") dat+x(x)f(a5"). (4.3)

Here N(a) = (y5(a),—y}(a)); x(x)=1 for x inside I, x(x) =0 for x outside; and y(zx(()k)) is

the closest point on I' to x, so that x=yo-+bny, for some b, where yO:y(oc(()k)) and ng=ny,.

Replacing VG with a regularized version

VGs(y(®) —x)=(1—¢ " /¥)VG(y(a) —x)

= o (e ) (y(a) ), (@4)

with r=|y(a) — x|, we approximate 1 (x) by

() = 25 () = 20l S 00+ 1 (0 £ )+ Tu + Tz
with
sﬁ<x>=jizklw<a§“>‘vcg<y<a§“>—x)f(aj-k)) (45)
and
Suo ()= iN () VGs(y(al) —x). (4.6)
=

The terms T, 1 and T, are corrections for regularization and discretization, derived in [5].
The first is

— —n2 — —
L1 =—0%(4m) "y (Ve " —rlylextely]) (Iy6l 245 —Iyol (%6 -v0) )

where n=0b/6, y,=y’' (zxék) ), and similarly for y(, fi, fi/. The second is

/ (o]
Tyo=— hfoT’?‘T Z sin(ZnTCth(()k) /W)E" (y,nmo)
n=1



with =4/ (h|x{|) and
E* (n,0)= ezﬂgerfc(iﬁ—g) ie‘z”gerfc(—n +7)

The sum in T, is rapidly convergent.
The treatment of v(¥) is similar:

O e

oty
— [y @) VGiy(@)-xlf@) el @)
We approximate oK) (x) by

Ji ot Jk /
with
S (x){ily’(a;”)-vca<y<a§k>>—x>f<a§“> (4.8)
and "
svf(%(x)=]Zky’m}"))‘vc(s(y(zx}"))—x). (49)

The corrections T, ; and T are

Ty =—8(2) " filyol " (1-+x0m6/2) (/e " = rllecly)

and
> no __ O 2 2.2
Top=hf} cos(2n7tal) /) (——E (n,nno)+—=e Te )
’ 0 n;l 0 2 VT
where xg is the curvature at yy, defined by yss =xony.
For the integral equation (3.6) we need to compute partial derivatives of the single

layer potential. To do this we rewrite them in integrals in the form of u(¥) and v¥) above,
oG oG (y—x)

3 Oy dsy=— | 5 qy)a(s) sy
- /r %ty_x)q(y)yﬁ(swsy,

e r—xa(y)dsy = [ 52 g(y) 1 )y
Sl (TACE

These formulas are easily justified for x Z I', and they also hold for x €T, again in the
principal value sense, by averaging the limiting values on the two sides. These integrals
can be evaluated in the manner just described.



5 The Fast Multipole Method

For each fixed target point x, the summations (4.5)-(4.6) and (4.8)-(4.9) involve computa-
K
tional work on the order of = }_ Jy. Thus the evaluation of boundary integrals at O(])
k=1

target points requires computational work of O(J?). The fast multipole method, which
was introduced by Rokhlin and Greengard [9] and has been acclaimed as one of the top-
ten algorithms of the 20" century [7], is applied to reduce to the complexity of these
summations from O(J?) to O(Jlog]).

The sums (4.5) and (4.8) for the different interface components I'y can be combined.
That is, the total summations

K K Jk
Sun(x)= Y50 = 12 ) Ne(a*)- VGs(y(a”) —x) f(a]")
k=1 k=1j=1
and
S K, ® (k) (k)
8,10 =Y 5800 = 13y (") VG (y(a) —x) flal),
k=1 k=1j=1
each of which is in the form
J
w(x;) =Y Alyjxi)q(yj), (5.1)
=1

are computed at once by the fast multipole method. However, for the sums (4.6) and (4.9),
we have to apply the fast multipole method separately for each component I';, since the

multiplication of the sum by f (a(()k) ), which depends on the target point x, makes the total
sum over the different components fail to be in the form (5.1).

In two space dimensions, the double layer potential (4.1) and the tangential derivative
(4.2) of the single layer potential happen to be the real and imaginary parts of a Cauchy
integral if the spatial coordinates are treated as complex variables. The fast multipole
method uses the multipole expansions for the kernel of the Cauchy integral to group
sources that lie close together, but far away from the target point, and treat them as if
they are a single source.

In the fast multipole method, each point is associated with a list of near field inter-
action points and a list of far field interaction points, the latter of which is not explicitly
stored. The part of the summation due to contributions from the far field points is com-
puted by the multipole expansions and translations, including far field expansion, mul-
tipole to multipole translation from coarse to fine level and multipole to local translation
at the same level [9].

Since it is not clear if a simple multipole expansion can be used for the regularized
kernel, in this work the standard kernel is used in the far field calculations with the fast



multipole method while the regularized version of the fundamental solution is used only
for those grid nodes y(«;) which are on the near neighbor interaction list of the target
point x. The error due to the approximation should be negligible when the smoothing
parameter ¢ is sufficiently small since in this case the exponential function e /% with
r=|y—x| in (4.4) is almost zero for source points which are not in the near neighbor
interaction list.

The fast multipole method implemented in this work represents the discrete points
by a quad-tree data structure. Each quad-tree node represents a rectangular patch and
is allowed to contain at most C source points; C is called the capacity parameter of the
quad-tree structure.

Next we give a method to roughly estimate the capacity parameter C that is reason-
ably large enough for the multipole summation to be accurate as well as efficient. For
a source point y which is not in the near neighbor interaction list of a target point x, its
distance r = |y —x| away from the target point is on average about Chy /2 with hy =Ly /],
assuming the source points locally are aligned nearly along straight lines. Here Ly is the
arc length of the k' interface component Ty. In order for the error in replacing the stan-
dard kernel with the regularized one (4.4) to be within some tolerance parameter ¢, the
capacity parameter C needs to satisfy

exp{— ()} <e

20 /

For e=10"%, we have /|In€|~4.29 and an estimate for the lower bound of the capacity
parameter, C >8.58 x4 /hy. This will guide us in the selection of the capacity parameter
for the fast multipole summation. However, the practical lower bound of the capacity
parameter varies due to the local symmetry and curvature of the interface.

or

6 Numerical Results

We present numerical results for boundary value problems and interface problems which
illustrate the methods just described. Since double and single layer potentials can rep-
resent the solution to a Fredholm boundary integral equation of the second kind for the
Dirichlet and Neumann boundary value problems, respectively, we begin with exam-
ples of both to illustrate the accuracy of the computational method. We then proceed to
problems with interfaces having several components.

The first two examples solve the boundary value problems in a general domain,
which is embedded into a larger rectangular box. Other examples solve the interface
problem with the computational domain again being a rectangular box, with irregular
interfaces embedded. In the examples, the rectangular box is the square —1.5<x,y <1.5,
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partitioned by a Cartesian grid (see Figure 6.1). The nodes adjacent to the irregular do-
main boundary or interface (i.e., those whose discrete Laplacian crosses the interface) are
called irregular grid nodes, and the others are called regular grid nodes. The values of the
boundary integrals at the irregular grid nodes (the solid marked points in Figure 6.1),
their neighboring regular nodes (the other marked points in Figure 6.1) and the bound-
ary nodes of the regular box are computed by the accurate evaluation method together
with the fast summation technique, which were introduced in the previous sections. The
values of the solution to the boundary value or interface problem at other regular grid
nodes are then computed by solving a discrete Poisson equation. The right hand side
of the discrete Poisson equation is non-zero only at the irregular grid nodes. The value
at an irregular node is the discrete Laplacian of the values of the computed boundary
integrals. According to [5] the error in the integrals at the irregular points is about O(6%)
if the smoothing parameter J is not small relative to the grid size. The theory developed
in [6] predicts that the resulting error in the values at the regular points should be about
0(62).

The maximum numerical errors at the irregular grid nodes and regular grid nodes are
reported in Tables 1-5 and Table 7 for each problem with various grid sizes and numerical
parameters. In the tables, C denotes the capacity parameter of the quad-tree node in
the fast multipole summation (the case C =0 corresponds to the direct summation); N
denotes the number of grid cells along one direction; M denotes the number of nodes on
each component of the interface (if the interface has multiple disconnected components);
|le™#|| o represents the maximum of the errors of the computed values of the boundary
integral(s) at the irregular grid nodes; ||e*8||. is the maximum error at the regular grid
nodes of the numerical solution, which is obtained by inverting the discrete Laplacian
with a fast Poisson solver.

In the experiments, we determine the smoothing parameter é by choosing constant 7y,
which is also called a smoothing parameter, and setting

27Trmin
b=vy T

so that ¢ is on the order of hy = Ly /] for each interface component. Here, r,,, is the
minimum of the semi-axes of the ellipse or all ellipses if the interface consists of multiple
ellipses.

The computer codes for the numerical examples were written in the C++ computer
language and are available to the readers upon request. The programs were run in a
desktop computer which has a 2.8 GHz Intel Xeon processor.

6.1 Numerical results for boundary value problems

Numerical results for the boundary value problems with the fast and accurate boundary
integral method are presented in this subsection.
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Figure 1: (a) A Cartesian grid with the irregular grid nodes being marked; (b) adaptive grid generated by the
fast multipole algorithm

Example 1. Our first example is an interior Dirichlet boundary value problem for the
Laplace equation. The computational domain is the interior of the ellipse

XZ 2
{oy) | T +P <1},

rotated by the angle 71/6 counterclockwise about the origin. The exact solution is given
by
u(x,y) =x>—3xy>.

The problem is solved by the boundary integral method with u prescribed on the ellipse.
Figure 2 shows isolines of the numerical solution to the Dirichlet problem. Table 1 con-
tains errors of the numerical solutions with different parameters. The second and third
rows list errors when the numerical quadratures are computed by the direct summation
(C =0) instead of the fast multipole summation. The fourth and fifth rows list errors
when the fast multipole method with capacity parameter C =20 is used for the summa-
tion while the smoothing parameter J or -y is the same as before. These two sets of results
show that the error due to approximation of the regularized kernel by the standard one,
used in the multipole method for points that are well separated, is too small to influence
the errors at the irregular and regular grid nodes. Another indication of these cases is that
the order of accuracy at irregular grid nodes is only about two instead of three because
the smoothing parameter 7y =1 is too small. In contrast, the errors in later rows of Table
1 show that the numerical solution has third order accuracy at irregular grid nodes and
nearly second order accuracy at regular grid nodes when the smoothing parameter vy is
sufficiently large.

Example 2. Next an interior Neumann boundary value problem of the Laplace equa-
tion is solved with the boundary integral method. The computational domain and exact
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Figure 2: Isolines of a numerical solution to the Dirichlet BVP

Table 1: Numerical errors for the Dirichlet BVP (example 1)

Cly|| N=M/2 64 128 256 512 1024 2048

01 |le™¢||o | 6.47E-4 | 9.00E-5 | 2.43E-5 | 5.57E-6 | 1.52E-6 | 3.80E-7
01 llee8]|eo | 3.64E-3 | 1.39E-3 | 5.42E-4 | 1.63E-4 | 4.76E-5 | 1.32E-5
20 |1 |le™8||c | 6.47E-4 | 9.00E-5 | 2.43E-5 | 5.57E-6 | 1.52E-6 | 3.80E-7
20 |1 |le*8||co | 3.64E-3 | 1.39E-3 | 5.42E-4 | 1.63E-4 | 4.76E-5 | 1.32E-5
20| 2 |le™8||c | 5.18E-3 | 6.61E-4 | 7.98E-5 | 9.98E-6 | 1.24E-6 | 1.57E-7
20| 2 |le*8||o | 5.50E-3 | 2.44E-3 | 8.79E-4 | 2.55E-4 | 7.23E-5 | 1.93E-5
20 | 4 |le™ || | 4.68E-2 | 5.44E-3 | 6.60E-4 | 8.03E-5 | 9.99E-6 | 1.24E-6
20 | 4 lle*8||c | 7.55E-3 | 3.49E-3 | 1.05E-3 | 3.01E-4 | 8.55E-5 | 2.32E-5
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Figure 3: Isolines of a numerical solution to the Neumann BVP

Table 2: Numerical errors for the Neumann BVP (example 2)

Cly|| N=M/2 64 128 256 512 1024 2048

01 |le™8||c | 9.89E-4 | 2.25E-4 | 6.11E-5 | 1.71E-5 | 4.24E-6 | 1.04E-6
01 |le*8||o | 3.53E-3 | 9.41E-4 | 4.32E-4 | 1.17E-4 | 3.80E-5 | 1.07E-5
20 |1 |le™ 8|l | 9.83E-4 | 2.25E-4 | 6.12E-5 | 1.70E-5 | 4.25E-6 | 1.04E-6
20 |1 |le*8||co | 3.42E-3 | 9.39E-4 | 4.29E-4 | 1.17E-4 | 3.80E-5 | 1.07E-5
20 | 2 |le™ || | 3.49E-3 | 4.02E-4 | 5.92E-5 | 7.39E-6 | 9.40E-7 | 1.17E-7
20| 2 |le*8]|eo | 4.97E-3 | 1.40E-3 | 5.50E-4 | 1.67E-4 | 4.77E-5 | 1.29E-5
20 | 4 le™¢||0 | 2.96E-2 | 3.66E-3 | 4.75E-4 | 5.96E-5 | 7.46E-6 | 9.30E-7
20 | 4 lle*]|c | 2.60E-2 | 7.92E-3 | 2.39E-3 | 6.88E-4 | 1.86E-4 | 4.74E-5

solution are the same as for the Dirichlet case. The solution to the Neumann boundary
value problem as well as that to the corresponding boundary integral equation is not
unique. To fix a solution, we require the density has zero mean and set the value of the
numerical solution at the center of the ellipse to be zero. Figure 3 shows isolines of a nu-
merical solution to the Dirichlet boundary value problem. Table 2 contains errors for the
numerical solutions. As in the previous example, the second and third rows list errors
when the numerical quadratures are computed by the direct summation (C=0) instead of
the fast multipole summation, and the next two rows list errors when the fast multipole
method with capacity parameter C =20 is used for the summation while the smoothing
parameter, with y unchanged. Again the difference in these two sets of results is negligi-
ble. The orders of accuracy for the irregular and regular grid nodes are similar to those
in the Dirichlet example.
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6.2 Numerical results for the interface problems

Numerical results for the interface problem with the fast and accurate boundary integral
method are presented in this subsection. The interface may have multiple disjoint com-
ponents. Let K be the number of interface components. Each component I'y is assumed
to be an ellipse I'y, for k€ {1,2,--- ,K}. For ellipse I', its major and minor axes are denoted
by ay and by; the coordinates of its center are denoted by (cx 1,¢x2).

To solve an interface problem whose exact solution is known and further verify ac-
curacy of the method, the homogeneous interface condition (2.2) is replaced by the non-
homogeneous one

1 . oD;(x) oD, (x)

_ — T
oi40, | ' ony ve ony Jm on

with [, be a known function. Correspondingly, instead of the integral equation (3.7), the
following one

1
Eq+yl€q:yg+]m onT (6.1)

is solved.
The known functions, V,; and [, and the vector E are chosen such that the exact
solution of the interface problem is given by

Oe

Qi) =-35
1 e

X1 xe);,

and
K

Oe ﬂ% (Xl —Ck,l)

D, (x)=—x1—
E( ) O'i—f—O'gk:l (xl—Ck,1)2+(x2_Ck,2)2

xe€Q), (6.2)

which indicates the field vector E is given by E=(1,0)". The conductivities are fixed to
beo,=2and 0;=1.

Example 3. In this example, the interface is one ellipse, the same as in the previous
two examples for boundary value problems. Figure 4 shows isolines of a numerical so-
lution to the interface problem. Table 3 contains errors of the numerical solutions with
different capacity and smoothing parameters. The results show that the expected third
order accuracy at irregular grid nodes and second order accuracy at regular grid nodes
are observed only when the capacity and smoothing parameters are sufficiently large. In
particular, in the case that y =3 and C =10, no convergence is evident, as the capacity
parameter C is so small that the approximation of the regularized kernel by the standard
one in the fast multipole summation introduces too much error. Table 3 also lists the CPU
times used by the computer program for runs with different capacity and smoothing pa-
rameters. The timing results show that the computational work by this method is linearly
proportional to the number of unknowns or grid nodes on the rectangular box.

Example 4. In this example the interface consists of two ellipses. The first ellipse is
centered at point (¢1,1,¢12)"=(0.375,0.5)" with semi-axes (a1,b1)"=(0.75,0.3)" and rotation



Figure 4: Isolines of a numerical solution to the interface problem with one ellipse

Table 3: Numerical errors for the interface problem with one ellipse (example 3)

Cly]| N=M 64 128 256 512 1024 | 2048
10 | 3 || [lef®[lw | 1.73B-3 | 3.71E-3 | 4.84E-3 | 4.61E-5 | 5.18E-3 | 6.81E-3
10 [ 3 || el | 241B3 | 2.61E-3 | 6.41E-3 | 6.02E-5 | 9.60E-3 | 1.02E-2
10 | 3 |[ o, (secs) | 0.050 | 0.12 0.28 0.62 1.4 35
20 | 3| Jlef®]le | 1.73E-3 | 2.34B-4 | 2.70E-5 | 3.23E-6 | 4.15E-7 | 1.58E-6
20 | 3] [l | 241E-3 | 6.69E-4 | 1.99E-4 | 5.10E-5 | 1.32E-5 | 3.37E-6
20 | 3 ||ty (secs) | 0.050 | 0.13 0.26 0.55 1.4 33
40 | 3| 167 | 1.73E-3 | 2.34E-4 | 2.70B-5 | 3.22E-6 | 4.15E-7 | 6.55E-8
40 | 3 || [[e®]lw | 241E-3 | 6.69E-4 | 1.99E-4 | 5.08E-5 | 1.32E-5 | 3.36E-6
40 | 3 || tyu (secs) | 0.060 | 017 | 041 0.66 15 37
40 [ 5 || e/« | 6.47E-3 | 9.16E-4 | 1.20E-4 | 1.50E-5 | 1.87E-6 | 2.46E-7
40 | 5 || [le®lw | 4.85E-3 | 1.44E-3 | 4.28E-4 | 1.13E4 | 3.00E-5 | 7.72E-6
40 | 5 || tou (secs) | 0.060 | 017 | 040 0.66 15 37
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Figure 5: Adaptive grids for the fast multipole summation (two cells)

angle 6 = —30 degrees. The second ellipse is centered at (cz1,¢22)" = (—0.525,—0.125)"
with semi-axes (az,b2)" = (0.7375, 0.55)" and rotation angle 6 =60 degrees. These two
ellipses are chosen to be very close to each other but not intersecting. The distance of
the ellipses is about 0.005. See Figure 5 for the ellipses and a close-up of the interface.
Figure 6 shows isolines of a numerical solution to the interface problem. Errors of the
numerical solutions with different parameters are in Table 4. The results in Table 4 are
consistent with those in the previous example. The expected third order accuracy at
irregular grid nodes and second order accuracy at regular grid nodes are observed only
when the capacity and smoothing parameters are sufficiently large. Again when =3 and
C =10, convergence is not found. Run times shown in Table 4 again show computational
work proportional to the number of grid nodes.

Example 5. In this example the interface consists of three ellipses. The first ellipse is
centered at point (c11,¢12)"=(0.625,—0.225)" with semi-axes (a1,b1)"=(0.775,0.375)" and
rotation angle 6=—60 degrees. The second ellipse is centered at (¢3,1,¢2,2)"=(—0.125,0.625)"
with semi-axes (a2,b2)"=(0.625,0.35)" and rotation angle =30 degrees. The third ellipse
is centered at (c31,¢32)" = (—0.575,—0.375)" with semi-axes (a3,b3)" = (0.6,0.4)" and rota-
tion angle 0 = 60 degrees. These three ellipses are chosen to be very close to each other
but not intersecting. The closest distance between the ellipses is about 0.006. See Figure
7 for the ellipses and a close-up of the interface. Figure 8 shows isolines of a numerical
solution to the interface problem. Table 5 contains errors of the numerical solutions with
different parameters. The results in Table 5 are consistent with those in the previous two
examples. The expected third order accuracy at irregular grid nodes and second order
accuracy at regular grid nodes are observed only when the capacity and smoothing pa-
rameters are sufficiently large, but not with v =3 and C=10. The run times are again
proportional to the number of grid nodes.

Example 6. In this example, the interface consists of twenty ellipses, whose axes
and centers are listed in Table 6. The ellipses and a close-up are illustrated in Figure 9.



Figure 6: Isolines of a numerical solution to the interface problem with two ellipses

Table 4: Numerical errors for the interface problem with two ellipses (example 4)

Cl~+ N=M 64 128 256 512 1024 | 2048
10 | 3 || € [l~ | 2.74E-3 | 499E-4 | 1.23E-3 | 1.42E-3 | 1.24E-3 | 1.56E-3
10 | 3 || [[e™]~ | 3.51E-3 | 1.00E-3 | 1.32E-3 | 1.40E-3 | 1.82E-3 | 3.91E-3
10 | 3 |[ tp (secs) | 0.24 0.49 0.95 1.9 39 8.9
20 [ 3 || [l€®]l | 2.74E-3 | 5.04E-4 | 6.48E-5 | 851E-6 | 1.03E-6 | 1.25E-7
20 | 3| Je®]l~ | 364E-3 | 1.07E-3 | 2.65E-4 | 7.18E-5 | 1.81E-5 | 4.53E-6
20 | 3 || £y (secs) | 0.23 0.48 0.83 16 34 78
40 | 3 || |/« | 2.74E-3 | 5.04E-4 | 6.48E-5 | 8.50E-6 | 1.03E-6 | 1.25E-7
40 |3 || [¢™]l~ | 3.64E-3 | 1.07E-3 | 2.65E-4 | 7.18E-5 | 1.81E-5 | 451E-6
40 | 3 ||t (secs) | 0.29 0.65 12 1.9 39 86
40 | 5 || €™~ | 1.03E-2 | 1.95E-3 | 2.96E-4 | 3.95E-5 | 4.85E-6 | 5.86E-7
40 |5 || [¢®]l~ | 7.13E-3 | 1.72E-3 | 5.22E-4 | 1.54E-4 | 4.03E-5 | 1.03E-5
40 | 5 || tyu (secs) | 0.29 0.64 12 19 39 8.6

17
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Figure 7: Adaptive grids for the fast multipole summation (three cells)

Figure 8: Isolines of a numerical solution to the interface problem with three ellipses



Table 5: Numerical errors for the interface problem with three ellipses (example 5)

C o N=M 64 128 256 512 1024 2048
10 | 3 || |le,*]lo | 5.80E-3 | 1.16E-3 | 1.65E-3 | 1.69E-3 | 1.74E-3 | 6.93E-3
10 | 3 ley¥llc | 6.31E-3 | 1.44E-3 | 1.32E-3 | 2.63E-3 | 4.58E-3 | 1.20E-2
10 | 3 || teyu (secs) | 0.36 0.68 1.3 2.5 53 12.0
20 | 3 Hezreg |l | 5.80E-3 | 8.16E-4 | 1.02E-4 | 1.41E-5 | 2.17E-6 | 2.94E-7
20 | 3 He;leg llo | 6.01E-3 | 1.28E-3 | 3.38E-4 | 1.02E-4 | 2.86E-5 | 6.80E-6
20 | 3 || tyu (secs) 0.39 0.71 1.2 2.3 4.8 11.0
40 | 3 || lle;®*|lc | 5.80E-3 | 8.16E-4 | 1.02E-4 | 1.41E-5 | 2.17E-6 | 2.94E-7
40 | 3 leyllc | 6.01E-3 | 1.28E-3 | 3.38E-4 | 1.02E-4 | 2.86E-5 | 6.78E-6
40 | 3 || tepu (secs) | 0.43 1.0 1.8 2.7 5.8 12.0
40 | 5 || |le;*®*|lc | 2.32E-2 | 3.73E-3 | 4.85E-4 | 5.89E-5 | 8.63E-6 | 1.30E-6
40 | 5 He;leg llo | 2.19E-2 | 3.57E-3 | 6.52E-4 | 1.85E-4 | 5.37E-5 | 1.48E-5
40 | 5 || tepu (secs) 0.45 1.0 1.8 2.6 5.7 12.0

19

Figure 10 shows isolines of a numerical solution to the interface problem. Table 7 contains
errors of the numerical solutions with different parameters. The results are consistent
with the previous three examples. With large and compatible capacity and smoothing
parameters (C =40, v =3 or v =4), third order accuracy at irregular grid nodes and
second order accuracy at regular grid nodes are observed. The timing results again show
linear growth.

7 Discussion

This work describes a boundary integral method for potentials on closely packed cells.
When portions of the boundary are close to each other, the boundary integrals become
nearly singular. The nearly singular integrals are evaluated by a regularization of the in-
tegral kernel which admits analytically determined corrections to maintain accuracy. To
speed up the dense matrix vector product associated with the boundary integrals, the fast
multipole method is used. The combination of the fast multipole method and the regu-
larized boundary integral makes the method fast as well as accurate. However, since the
fast multipole method only works with the standard integral kernel instead of the regu-
larized one, the approximation of the regularized kernel by the standard one in the far
field computation of the fast multipole method introduces extra errors. To minimize the
approximation errors, the capacity and smoothing parameters need to be appropriately
selected. Numerical examples for both boundary value and interface problems show
that, when the capacity and smoothing parameters are sufficiently large, the boundary
integral method presented here yields high order accurate solutions, and the computa-
tional work is linearly proportional to the number of unknowns over the computational
domain.
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Table 6: Twenty ellipses for example 6: major axis ay, minor axis by, center (cx1,¢¢2) and rotation angle 6 (in

degree)

k 755 bk Ck1 Ck,2 0
1 | 0.216669 | 0.141285 | —0.526154 0.25008 165.569
2 | 0.244085 | 0.193709 | 0.210888 —0.749594 | 37.818
3 | 0.28455 | 0.115038 | —0.269197 0.572747 | 81.4637
4 | 0.29436 | 0.192655 0.708311 0.030127 141.49
5 | 0.284289 | 0.144615 | —0.0103632 | —0.278066 | 9.396
6 | 0.250819 | 0.133865 | —0.668486 | —0.161434 | 58.735
7 | 0.273781 | 0.246768 0.871021 —0.79315 | 47.446
8 | 0.218416 | 0.205301 0.780105 0.461611 | 47.5849
9 | 0.341714 | 0.162392 | —0.773844 0.588366 | 179.192
10 | 0.276414 | 0.174403 | —0.77664 | —0.802865 | 70.189
11 | 0.237011 | 0.101913 | —0.358575 | —0.709595 | 159.004
12 | 0.180211 | 0.117365 | —0.135826 0.253291 | 68.7521
13 | 0.278021 | 0.202428 0.372457 0.937647 4.0367
14 | 0.263711 | 0.163481 | —0.889039 0.162802 | 95.2703
15 | 0.165073 | 0.13415 —0.34441 | —0.126333 | 39.7459
16 | 0.212647 | 0.177712 0.588054 —0.466227 | 25.219
17 | 0.27797 | 0.117366 0.167368 0.484899 60.798
18 | 0.204751 | 0.124421 —0.94228 | —0.403608 | 110.762
19 | 0.289704 | 0.142591 0.280349 0.135601 71.381
20 | 0.294926 | 0.168056 | —0.558163 0.968711 | 157.659
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Figure 9: Adaptive grids for the fast multipole summation (twenty cells)



Figure 10: Isolines of a numerical solution to the interface problem with twenty ellipses

Table 7: Numerical errors for the interface problem with twenty ellipses (example 6)

Cloy|| N=M 64 128 256 512 1024 2048
10 | 3 || ¢/« | 9-36E-3 | 1.20B-2 | 9.52E-3 | 9.88E-3 | 1.06E-2 | 1.07B-2
10| 3 He;leg llo | 9.84E-3 | 2.37E-2 | 4.80E-2 | 1.10E-1 | 1.12E-1 | 2.65E-1
10 | 3 || teu (secs) 3.3 6.0 11. 22. 44. 93.
20 | 3 || el | 1.25E-3 | 1.88E-4 | 2.89E-5 | 3.63E-6 | 2.60E-6 | 2.78E-6
20| 3 eyl | 6.76E-3 | 3.11E-3 | 7.08E-4 | 1.74E-4 | 4.27E-5 | 1.84E-5
20 | 3 || tpu (secs) 3.3 5.2 9.2 18. 35. 74.
40 | 3 I e;reg |l | 1.25E-3 | 1.88E-4 | 2.89E-5 | 3.48E-6 | 4.08E-7 | 8.51E-8
40 | 3 He;leg llo | 6.76E-3 | 3.12E-3 | 7.09E-4 | 1.74E-4 | 4.44E-5 | 1.11E-5
40 | 3 || tepu (secs) 4.8 7.8 11. 19. 37. 76.
40 | 5 || |le;*®*|lc | 5.89E-3 | 8.70E-4 | 1.30E-4 | 1.68E-5 | 1.95E-6 | 2.69E-7
40 | 5 lley¥llc | 1.33E-2 | 3.03E-3 | 6.80E-4 | 1.70E-4 | 445E-5 | 1.10E-5
40 | 5 || tpu (secs) 4.7 7.6 11. 19. 36. 75.

21
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It is possible that the fast multipole method could be replaced with other fast summa-
tion techniques such as the Barnes-Hut algorithm [3] so that both near field and far field
computations could be done with the regularized kernel. In this way, the fine-tuning of
the capacity and smoothing parameters might be avoided. The extension of the method
to three space dimensions is straightforward. The corresponding work will be reported
separately.
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Appendix

In deriving the integral equation (3.6) we will need the normal derivative of the double
layer potential such as (3.1) on I'. For u as in (3.1), du/0n is continuous at I, and

du(x) _ [9G(x—y) df(y)
ony _/r oty oty d

Sy )

This is a classical fact (e.g. see [10], p. 5 for this formula, or [8], Thm. 2.23, p. 57 for the 3D
case), but we sketch the derivation for completeness. Starting with the integral for u(x)
in (3.1), for x¢TI', we can apply Vx=—Vy to G inside the integral, use AyG =0 to convert
the normal derivative to a tangential derivative, and integrate by parts to obtain

— a a !
Vil = [ (55 ) Sy (s, X2,
where f'(y(s)) =(9/0s)f(y(s)). Now suppose we extend t and n from I to a neighbor-
hood as orthogonal vector fields. Then

nx-Vu(x):./rtx-VxG(x—y)f'(y)dsy, x¢T.

Since the tangential gradient of the single layer potential is continuous at I', we can now
let x approach I and obtain (7.1).

Now to derive (3.6), we find the normal derivatives of ®; and ®, at I, applying (3.3)
and (7.1) to (3.5). We find that

8®i(X)_/3G(x—y) WV (y) 4o _/3G(x—y)
r Oty oty 7 Jr ony

1
9(y)dsy+54(x)+E-ny

ony
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and 9P, (x)/dny is the same except that the term 17 is replaced by —1g. Substituting
these two expressions into (2.2) and rearranging, we obtain (3.6).
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